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Abstract—In this paper, we first propose a method, ABVCap, to construct a virtual coordinate system in a wireless sensor network. ABVCap assigns each node multiple 5-tuple virtual coordinates. Subsequently, we introduce a protocol, ABVCap routing, to route packets based on the ABVCap virtual coordinate system. ABVCap routing guarantees packet delivery without the computation and storage of the global topological features. Finally, we demonstrate an approach, ABVCap maintenance, to reconstruct an ABVCap virtual coordinate system in a network with node failures. Simulations show ABVCap routing ensures moderate routing path length, as compared to virtual-coordinate-based routing, GLIDER, Hop ID, GLDR, and VCap.
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I. INTRODUCTION

ROUTING is an important issue that affects wireless sensor networks [17], [21], [27]. Geographic routing uses the physical location as the node address [2], [5], [6], [8], [11], [12], [13]. The source node determines the destination address by looking it up from the location server [14], or by computing it using a hash function in a data-centric storage scheme [20]. The node usually forwards the packet to a neighbor closer to the destination. This, however, may take the packet to a dead-end node, that is, a node with no neighbor closer to the destination. In GPRS [11] and GFG [2] routing, the FACE algorithm is used on a planar graph to deal with the dead-end node problem. In addition, GSR routing [8] and a combination of the FACE algorithm and the shortcut-based procedure [5] are proposed to improve routing efficiency. GSR routing builds a planar routing subgraph, termed the Restricted Delaunay Graph (RDG), that such a path exists whose distance, in terms of the Euclidean distance or hop distance, in RDG is only the constant times to the minimum distance between any pair of nodes. Fang et al. [6] and Kuhn et al. [12] propose methods for mapping holes and routing around holes. In Lee et al. [13], the routing algorithm selects as the next hop the neighbor that represents the best trade-off between link cost and proximity instead of the neighbor that is located at the closest distance from the destination. Geographical routing protocols require nodes to have geographic information that is obtained with difficulty in wireless sensor networks because devices that operate via the geographic positioning system (GPS) consume a large amount of power and do not work indoors.

Routing protocols based on virtual coordinates that operate without the GPS assistance are proposed in wireless sensor networks. Through an iterative procedure, a relaxation algorithm [19] assigns virtual coordinates to nodes that are close to their physical locations, consuming, in the process, a great deal of message broadcast overhead. In Shang et al. [23], the distance between any two nodes is first estimated by an all-pairs, shortest-paths algorithm. Subsequently, multi-dimensional scaling (MDS) is used to derive node locations that fit the estimated distances. In Bachrach et al. [1], several seed nodes are preprogrammed with their physical locations. Each node finds its location by determining the shortest hop counts to seed nodes and using the least square error method. In Pathirana et al. [18], the locations of sensor nodes are estimated by mobile robots that collect the signal strength of the messages sent by sensors. However, these methods do not guarantee packet delivery because the FACE algorithm cannot be used to solve the dead-end node problem due to the local error in the virtual coordinate assignment [22]. A survey of methods for assigning virtual coordinates, to nodes similar to the real ones, can be found in Hightower and Borriello [9].

In GLIDER [7], all nodes are divided into cells by the landmark Voronoi complex, and the connections between neighboring cells are represented by combinatorial Delaunay triangulation (CDT) on landmarks. GLIDER is a landmark-based routing scheme, in which a packet is routed via the shortest path from the source cell to the destination cell using the CDT identified by the source node. The efficiency of GLIDER depends on whether a good set of landmarks are selected. MAP [3] uses a medial axis graph (MAG) as the guide for routing without the need for the selection of landmarks. GLIDER and MAP compute the graph with global topological features, and require each node to memorize the graph to route a packet, resulting in a great deal of message communication, memory, and routing computation overhead. In Hop ID [26], each node is addressed by the hop distances from all landmarks, and a packet is greedily routed to the destination using the power distance. In GLDR [16], each node is addressed by the hop distances from a constant number of nearest landmarks, and a packet is routed along the shortest path to the landmark with the maximum ratio of its distances from the source and the destination. In Hop ID and GLDR, each node must obtain the minimum hop distances to all landmarks, demanding a considerable amount of message communication and memory overhead. In GREENWIS [15], a number of meridians are first established, and subsequently each node is assigned a 4-tuple virtual coordinate according to the meridians. In VCap [4], three anchors are first selected. The shortest hop counts to the three anchors are used as the virtual coordinate of the node. GREENWIS and VCap rapidly construct the virtual coordinates of the nodes. However, neither protocol guarantees packet delivery.

In this paper, we propose a routing protocol that guarantees
packet delivery without the computation and storage of the global topological features. The remainder of this paper is organized as follows. Research related to VCap is presented in Section II. In Section III, an Axis-Based Virtual Coordinate assignment protocol, ABVCap, is proposed to assign nodes virtual coordinates to construct an ABVCap virtual coordinate system. In Section IV, a routing protocol based on the ABVCap virtual coordinate system, ABVCap routing, is introduced. In Section V, a protocol, ABVCap maintenance, is presented to reconstruct an ABVCap virtual coordinate system in a network with node failures. We analyze the message overhead encountered using proposed protocols and the route stretch of ABVCap routing in Section VI, and evaluate, by simulations, the performance of GLIDER, Hop ID, GLDR, VCap, and ABVCap routing in Section VII. Finally, we conclude this paper in Section VIII.

II. RELATED RESEARCH

In VCap, each node is assumed to be static, and has the same transmission range. Each node is assumed to have a unique identifier (ID) to break ties, which can be easily removed by allowing each node to choose a random number in a large enough interval. In VCap, three anchors, \(X\), \(Y\), and \(Z\), are selected, and each node is assigned a 3-tuple virtual coordinate \((x, y, z)\), where the \(x\), \(y\), and \(z\) coordinates denote the hop distances from anchors \(X\), \(Y\), and \(Z\), respectively. In VCap, \(W\) is the sink node, \(X\) is the node with the maximum hop distance from \(W\), \(Y\) is the node with the maximum hop distance from \(X\), and \(Z\) is the node with the maximum hop distance from \(W\) among all nodes whose \(x\) and \(y\) coordinates each satisfy the relationship, \(x = y \pm 1\). In case of a tie, the node with the maximum ID is selected.

VCap proceeds in a four-phase process. In the first phase, each node is assigned a \(w\) coordinate that denotes the hop distance from \(W\) by the following method. Once the network is deployed, \(W\) assigns its \(w\) coordinate to 0 and generates a \(W\_SET\) message containing a hop counter that is initially set to 1 and advanced in increments by the forwarding nodes. The other node broadcasts the \(W\_SET\) message and assigns its \(w\) coordinate to the hop counter contained in the \(W\_SET\) message received. If a node receives more than one \(W\_SET\) message, the node assigns the \(w\) coordinate to the smallest hop counter and broadcasts the message containing the smallest hop counter. The \(y\) and \(z\) coordinates are assigned in a manner analogous to that for the \(x\) coordinate in the third and fourth phases, which initiates after all nodes have been assigned the \(x\) and \(y\) coordinates, respectively.

In VCap routing, each node forwards the packet to a neighbor with closer and the minimal distance from the destination. The distance between two nodes with the virtual coordinates \((x_1, y_1, z_1)\) and \((x_2, y_2, z_2)\) is defined as \(\sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2 + (z_2 - z_1)^2}\). When the packet is routed to a node in the zone of the destination, the packet is forwarded to the destination using proactive routing, in which a zone denotes a set of nodes with the same virtual coordinate. Because many zones are disconnected, proactive routing cannot always route a packet to the destination even if the packet reaches the zone of the destination. In addition, the state in which each node has at least one neighbor with a closer distance from the destination of any packet is difficult to achieve; therefore, VCap routing may convey the packet to a dead-end node. Consequently, packet delivery is not guaranteed.

An example of the assignment of the virtual coordinates using VCap protocol is presented in Fig. 1. Node 22 is sink node \(W\). Node 25 is selected as anchor \(X\) since node 25 has the maximum ID among all nodes with the maximum hop distance from node 22. Node 24 is selected as anchor \(Y\) since node 24 has the maximum ID among all nodes with the maximum hop distance from node 25. For node 23, the \(x\) and \(y\) coordinates are 3 and 2, respectively, because the hop distances from nodes 25 and 24 are 3 and 2, respectively. Node 23 is selected as anchor \(Z\) since node 23 has the maximum hop distance from node 22, or, in case of a tie, the maximum ID, among all nodes with the \(x\) and \(y\) coordinates differing by 1. Consider the packet routed by VCap routing from node 18 to node 15. Node 18 forwards the packet to node 16 because node 16 has closer and the minimal distance, which is equal to \(\sqrt{(3 - 3)^2 + (2 - 3)^2 + (3 - 3)^2}\), from node 15. However,
node 16 is a dead-end node because none of the neighbors has a closer distance from node 15.

III. THE ABVCAP

Each node in ABVCap is assumed to be static, and has a unique ID and the same transmission range. Each node, $U$, is assigned at least one virtual coordinate containing five entries: longitude ($U.lo$), latitude ($U.lat$), ripple ($U.rpm$), up ($U.up$), and down ($U.dwn$), where the longitude and latitude coordinates denote the location of the node in the network, and the ripple, up, and down coordinates assist the node in always routing packets to the destination. A node with multiple virtual coordinates is perceived as multiple virtual nodes each with exactly one virtual coordinate. If a node receives a message, each virtual node contained in the node receives the message. A node broadcasts (or generates) a message, if one or more virtual nodes contained in the node broadcast (or generate) the message. Let $u$ and $v$ be two virtual nodes contained in nodes $U$ and $V$, respectively. The hop distance between $u$ and $v$ equals the hop distance between $U$ and $V$; $u$ and $v$ are neighbors if and only if $U$ and $V$ are neighbors. For simplicity of presentation, the node and the virtual node are used alternately through this paper. ABVCap is described in subsection A. An example of the assignment of the virtual coordinates using ABVCap is given in subsection B. And, we show ABVCap assigns at least one virtual coordinate to each node in subsection C. The following notations are necessary for the description in this paper.

**Definition 1:** A virtual node is said to be in longitude region $i$ if the longitude coordinate equals $i$, $NET(i)$ denotes the subnetwork induced by the virtual nodes in longitude region $i$, and $LH(i)$ denotes the longitude head of the virtual nodes in longitude region $i$.

**Definition 2:** A virtual node is said to be in cell region $(i, j)$ if the longitude coordinate equals $i$ and the latitude coordinate equals $j$, $NET(i, j)$ denotes the subnetwork induced by the virtual nodes in cell region $(i, j)$, and $CH(i, j)$ denotes the cell head of the virtual nodes in cell region $(i, j)$.

A. The Protocol

The longitude and latitude coordinates are assigned in a manner analogous to that for the degrees of longitude and latitude in the globe such that each subnetwork, $NET(i)$, and each subnetwork, $NET(i, j)$, are connected. The up (or down) coordinate of the virtual node in $NET(i)$ is assigned the number of internal nodes on the shortest path, passing through the virtual nodes in $NET(i)$, to a virtual node in $NET(i + 1)$ (or $NET(i - 1)$) such that a packet in $NET(i)$ can reach $NET(i + 1)$ (or $NET(i - 1)$) if the packet is repeatedly forwarded to a neighbor having a smaller up (or down) coordinate. The ripple coordinate of the virtual node in $NET(i, j)$ is assigned the minimum hop distance from $CH(i, j)$ such that a packet in $NET(i, j)$ can reach $CH(i, j)$ if the packet is repeatedly forwarded to a neighbor having a smaller ripple coordinate. Therefore, the packet can reach $NET(i, j + 1)$ (or $NET(i, j - 1)$) because $CH(i, j)$ is a neighbor of $CH(i, j + 1)$ (or $CH(i, j - 1)$) in ABVCap.

**Algorithm 1**

1. For sink $W$:
   a) Assign the $w$ coordinate to 0.
   b) Generate and broadcast a $W_{SET}$ message containing a hop counter set to 1.

2. For any node receiving a $W_{SET}$ message:
   a) Assign the $w$ coordinate to the hop counter contained in the message, and broadcast the message with the hop counter increased by 1, if the message contains the smallest hop counter among all $W_{SET}$ messages generated or received.

3. For any node:
   a) Broadcast the ID and the maximum $w$ coordinate of the node with the maximum $w$ coordinate among itself and its neighbors, or, in case of a tie, the node with the maximum ID.
   b) Generate and broadcast an $X_{SET}$ message containing its ID, its $w$ coordinate, and a hop counter set to 1.

4. For any node with the maximum $w$ coordinate in the 2-hop neighborhood, or, in case of a tie, the node with the maximum ID:
   a) Assign the $x$ coordinate to 0.
   b) Generate and broadcast an $X_{SET}$ message containing its ID, its $w$ coordinate, and a hop counter set to 1.

5. For any node receiving an $X_{SET}$ message:
   a) Assign the $x$ coordinate to the hop counter contained in the message, and broadcast the message with the hop counter increased by 1, if the message contains the maximum $w$ coordinate, or, in case of a tie, the maximum ID, or, in case of identical ID, the smallest hop counter among all $X_{SET}$ messages generated or received.

ABVCap proceeds in a four-phase process. In the first phase, four anchors, $X$, $Y$, $Z$, and $Z'$, are selected, as described in subsection A.1, where $X$ and $Y$ are used to establish the equator, and $Z$ and $Z'$, similar to the north and south poles, respectively, are used to establish a number of meridians in the second phase, as described in subsection A.2. The longitude, latitude, and ripple coordinates of the nodes on the axes (axis nodes), including the equator and meridians, are also assigned during the second phase. In the third phase, the longitude, latitude, and ripple coordinates of the nodes on the axes (non-axis nodes) are assigned, as described in subsection A.3. Finally, all nodes are assigned the up and down coordinates in the fourth phase, as described in subsection A.4.

A.1 Election of Anchors

Anchors $X$, $Y$, and $Z$ are first selected by the same method used in VCap. The node with the maximum hop distance from anchor $Z$ among all nodes whose $x$ and $y$ coordinates each satisfy the relationship $x = y = 0$ is selected as anchor $Z'$. In case of a tie, the node with the maximum ID is selected. By the conclusion of this phase, each node has the $x$, $y$, $z$, and $z'$ coordinates, where the $z'$ coordinate denotes the hop distance from anchor $Z'$.

A.2 Establishment of Axes

The equator consists of the nodes on the shortest path from anchor $Y$ to anchor $X$. The $i$-th meridian consists of the node, $U$, on the equator whose $x$ coordinate equals $i$, the nodes on the shortest path from $U$ to anchor $Z$, and the nodes on the shortest path from $U$ to anchor $Z'$, as implemented in the following. Anchor $Y$ generates an Equator$_{SET}$ message,
Algorithm 2

1. For anchor $Y$:
   a) Generate an Equator SET message.
2. For any node generating or receiving an Equator SET message:
   a) Assign the longitude coordinate to the $x$ coordinate, and the latitude and ripple coordinates to 0.
   b) Forward the message to a neighbor whose $x$ coordinate is smaller by 1.
   c) Generate a Meridian+ SET (or Meridian- SET) message generated by node $U$:
      a) Assign the longitude coordinate to the $x$ coordinate of $U$, the ripple coordinate to 0, and the latitude coordinate to $U.z - V.z$ (or $V.z' - U.z'$), where $U.z$ and $V.z$ (or $U.z'$ and $V.z'$) denote the $z$ (or $z'$) coordinates of $U$ and $V$, respectively.
      b) Forward the message to a neighbor whose $z$ (or $z'$) coordinate is smaller by 1.

which is forwarded by a node to another node whose $x$ coordinate is smaller by 1 until anchor $X$ is reached. Each node that receives the Equator SET message is on the equator and generates the Meridian+ SET and Meridian- SET messages. The Meridian+ SET (or Meridian- SET) message is forwarded by a node to another node whose $z$ (or $z'$) coordinate is smaller by 1 until anchor $Z$ (or $Z'$) is reached. Each node that receives the Meridian+ SET or Meridian- SET message generated by a node whose $x$ coordinate equals $i$ is on the $i$-th meridian.

For a node, $U$, on the $i$-th meridian, the ripple and longitude coordinates are assigned to 0 and $i$, respectively. The latitude coordinate of $U$ is assigned to the hop distance from the equator on the $i$-th meridian if $U$ is on the shortest path from a node on the equator to anchor $Z$; otherwise, the latitude coordinate is assigned to the negative value of the hop distance from the equator on the $i$-th meridian. If $U$ is located on $k$ meridians, $U$ is assigned $k$ longitude, latitude, and ripple coordinates, as implemented in the following. Once a node receives the Equator SET message, the node assigns the longitude and latitude coordinates to its $x$ coordinate and 0, respectively. A Meridian+ SET (or Meridian- SET) message contains the $x$ and $z$ (or $z'$) coordinates of the node that generates the message. Once a node receives the Meridian+ SET (or Meridian- SET) message generated by node $U$, the node assigns the longitude coordinate to the $x$ coordinate of $U$, and the latitude coordinate to the $z$ coordinate of $U$ minus its $z$ coordinate (or its $z'$ coordinate minus the $z'$ coordinate of $U$). The node whose longitude coordinate equals $i$ on the equator is the longitude head $LH(i)$. The node whose latitude coordinate equals $j$ on the $i$-th meridian is the cell head $C'H(i,j)$. Algorithm 2 describes how to establish axes and assign the longitude, latitude, and ripple coordinates for axis nodes. Fig. 2 illustrates a snapshot of the establishment of axes in the network consisting of around 2000 nodes.

A.3 Assignment of Longitude, Latitude, and Ripple Coordinates

A new phase initiates after all axis nodes have been assigned the longitude, latitude, and ripple coordinates. The longitude and latitude coordinates of each non-axis node are assigned to the longitude and latitude coordinates of the cell head from which the node has the minimum hop distance. The ripple coordinate of each non-axis node is assigned to the minimum hop distance from the cell head, as implemented in the following. Every axis node generates a 3COOR SET message which is broadcast in a manner analogous to that for the X_SET message. The 3COOR SET message contains the longitude and latitude coordinates of the node, $U$, that generates the message and a hop counter initially set to 1 and advanced in increments by the forwarding nodes. A non-axis node assigns the longitude and latitude coordinates to the longitude and latitude coordinates of $U$, and assigns the ripple coordinate to the hop counter according to the 3COOR SET message with the smallest hop counter. Algorithm 3 describes how a non-axis node assigns the longitude, latitude, and ripple coordinates.

A.4 Assignment of Up and Down Coordinates

After the longitude, latitude, and ripple coordinates have been designated for all nodes, the next phase involves the assignment of the up and down coordinates. Each virtual node in the longitude region of anchor $Y$ (or $X$) assigns the up (or down) coordinate to 0. It is noted that each virtual node knows the longitude coordinate of anchor $Y$ in the election of anchor $Y$. Each other virtual node, $u$, in $NET(i)$ assigns the up (or down) coordinate to the number of internal nodes on the shortest path, passing through the virtual nodes in $NET(i)$, from $u$ to a virtual node in $NET(i + 1)$ (or $NET(i - 1)$), as implemented in the following. Every virtual node that has one neighbor whose longitude coordinate is larger (or smaller) by 1 assigns the up (or down) coordinate to 0 and generates an UP SET (or DOWN SET) message containing its longitude coordinate and a hop counter initially set to 1 and advanced in increments by the forwarding nodes. The UP SET (or DOWN SET) message is broadcast between virtual nodes in a longitude region in a manner analogous to that for the X_SET message between nodes in the whole network. The other virtual node assigns the up (or down) coordinate to the smallest hop counter contained in the UP_SET (or DOWN_SET) message received. Algorithm 4 describes how a virtual node assigns the up coordinate.
Algorithm 3
1. For any axis node:
   a) Generate and broadcast a 3COOR_SET message containing its longitude and latitude coordinates and a hop counter set to 1.
2. For any non-axis node receiving a 3COOR_SET message:
   a) Assign the longitude and latitude coordinates to the node and the hop counter contained in the message, and broadcast the message, if the message contains the smallest hop counter among all 3COOR_SET messages received.

Algorithm 4
1. For any virtual node in the longitude region of anchor Y:
   a) Assign the up coordinate to 0.
2. For any virtual node having one neighbor whose longitude coordinate is larger by 1:
   a) Generate and broadcast an UP_SET message containing its longitude coordinate and a hop counter set to 1, and assign the up coordinate to 0.
3. For any other virtual node receiving a UP_SET message:
   a) Assign the up coordinate to the hop counter contained in the message, and broadcast the message with the hop counter increased by 1, if the message is generated by a virtual node in the same longitude region and contains the smallest hop counter among all UP_SET messages received.

B. An ABVCap Example
An example of the assignment of the virtual coordinates using ABVCap is presented in Fig. 3. In the first phase, node 22 is sink W. Nodes 25, 24, 23, 22 are selected as anchors X, Y, Z, and Z', respectively. In the second phase, the longitude, latitude, and ripple coordinates of node 6 are assigned to 2, 0, and 0, respectively, because node 6 whose x coordinate equals 2 receives the Equator_SET message. The longitude, latitude, and ripple coordinates of node 3 are assigned to 2, -1, and 0, respectively, because node 3 whose z' coordinate equals 1 receives the Meridian_SET message generated by node 6 whose x and z' coordinates equal 2. In the third phase, the longitude, latitude, and ripple coordinates of node 15 are assigned to 2, -1, and 1, respectively, because node 15 receives the 3COOR_SET message with the minimum hop counter equal to 1 generated by node 3. In the fourth phase, the virtual node contained in node 3 assigns the up coordinate to 0 because it has a neighbor contained in node 2 whose longitude coordinate is larger by 1. The virtual node contained in node 15 assigns the up coordinate to 1 because it receives an UP_SET message with the hop counter equal to 1 generated by the virtual node contained in node 3. Note that node 5 is assigned two virtual coordinates (0, -2, 0, 0, 0) and (1, -1, 0, 0, 0). Thus, node 5 contains two virtual nodes with virtual coordinates (0, -2, 0, 0, 0) and (1, -1, 0, 0, 0), respectively.

C. Correctness of ABVCap
Only a connected network is considered here. Lemma 1 and Lemma 2 show that the subnetwork induced by the virtual nodes in a cell region and in a longitude region in ABVCap is connected, respectively. Theorem 1 shows that ABVCap assigns at least one 5-tuple virtual coordinate to each node.

Lemma 1: In ABVCap, the virtual nodes in a cell region induce a connected subnetwork.

Proof: It suffices to show there exists a path in NET(i1, j1) between u and CH(i1, j1) for each virtual node, u, in cell region (i1, j1). Suppose that u assigns its longitude, latitude, and ripple coordinates when it receives the 3COOR_SET message m1 generated by CH(i1, j1). Let P (P = v1, v2, ..., v_k) be the path traversed by message m1 from v1 = CH(i1, j1) to v_k = u. We show all virtual nodes v1, v2, ..., v_k are in cell region (i1, j1).

Suppose a virtual node exists, say v_i (1 < i < k), that is not in cell region (i1, j1). This implies that v_i receives the 3COOR_SET message m2 generated by CH(i2, j2) (i1 ≠ i2 or j1 ≠ j2) after v_i receives the 3COOR_SET message m1 and the hop counter contained in message m2 is less than the one contained in message m1. In this case, u must update the longitude and latitude coordinates to i2 and j2, respectively, after u receives the 3COOR_SET message m2. This implies that u is in cell region (i2, j2), constituting a contradiction.

Lemma 2: In ABVCap, the virtual nodes in a longitude region induce a connected subnetwork.

Proof: Let u and v be two virtual nodes in longitude region i. Suppose that u and v are in cell regions (i, j1) and (i, j2), respectively. According to Lemma 1, there is a path in NET(i, j1) between u and CH(i, j1), and there is a path in NET(i, j2) between v and CH(i, j2). Because there exists a path in NET(i) between CH(i, j1) and CH(i, j2), there exists a path in NET(i) between u and v.

Theorem 1: ABVCap assigns each node at least one 5-tuple virtual coordinate.

Proof: First note that ABVCap assigns each node at least one longitude, one latitude, and one ripple coordinates since the network is connected. We need to show that each virtual node u with the 3-tuple virtual coordinate (u.lo, u.lu, u.rp) must be assigned u.up and u.dn. The proof of assigning u.up is omitted due to its similarity with that of assigning u.dn.

Consider a virtual node u. If u.lo = 0, u.dn is assigned to
0; otherwise, \( u.dn \) is assigned after \( u \) receives a \( \text{DOWN\_SET} \) message or generates a \( \text{DOWN\_SET} \) message. It suffices to show \( u \) receives at least one \( \text{DOWN\_SET} \) message if \( u \) does not generate a \( \text{DOWN\_SET} \) message. Let \( u \) be in longitude region \( i \). The virtual node \( LH(i) \) must generate a \( \text{DOWN\_SET} \) message because \( LH(i) \) has a neighbor \( LH(i-1) \). Because there is a path from \( LH(i) \) to \( u \) in \( \text{NET}(i) \) according to Lemma 2, \( u \) receives the \( \text{DOWN\_SET} \) message generated by \( LH(i) \) if \( u \) receives no other \( \text{DOWN\_SET} \) message.

IV. ABVCAP ROUTING

We assume that a node receives all multiple virtual coordinates of all neighbors. We also assume that the virtual coordinate of the destination received by the source is unique [14], [20]. In ABVCap routing, the routed packet contains the longitude and latitude coordinates of the destination. ABVCap routing is described in subsection A. An ABVCap routing example is given in subsection B. And, we show ABVCap routing can always route the packet from the source to the destination in subsection C. The following notations are necessary for the description of ABVCap routing.

**Definition 3:** The pair of numbers \( a \) and \( b \) is defined to be smaller than the pair of numbers \( c \) and \( d \), denoted by \((a,b)<(c,d)\), if \( a < c \), or \( a = c \) and \( b < d \).

**Definition 4:** Given two virtual nodes \( u \) and \( v \), the longitude distance is defined to be \(|u.lo-v.lo|\), and the latitude distance is defined to be \(|u.la-v.la|\).

**Definition 5:** Given destination \( d \), for virtual node \( u \), the notation \( u.rep \) denotes \( u.ap \) if \( u.lo < d.lo \), denotes \( u.dn \) if \( u.lo > d.lo \), and defines \(|u.la-d.la|\) if \( u.lo = d.lo \).

A. The Routing Protocol

A packet in \( \text{NET}(i) \) can reach \( \text{NET}(i+1) \) (or \( \text{NET}(i-1) \)) if the packet is repeatedly forwarded to a neighbor having a smaller up (or down) coordinate. This implies that a packet always can be routed to a virtual node in the longitude region of the destination. A packet in \( \text{NET}(i,j) \) can reach \( \text{NET}(i,j+1) \) (or \( \text{NET}(i,j-1) \)) if the packet is first routed to \( \text{CH}(i,j) \) by being repeatedly forwarded to a neighbor having a smaller ripple coordinate, and subsequently routed to \( \text{CH}(i,j+1) \) (or \( \text{CH}(i,j-1) \)) via the link between \( \text{CH}(i,j) \) and \( \text{CH}(i,j+1) \) (or \( \text{CH}(i,j-1) \)). Therefore, a packet always can be routed to a virtual node in the cell region of the destination. Proactive routing can eventually route the packet to the destination because the virtual nodes in the cell region of the destination induce a connected subnetwork. ABVCap routing forwards the packet using the greedy method. The packet is first routed to a virtual node in the longitude region of the destination (longitude routing), then to a virtual node in the cell region of the destination (latitude routing), and finally to the destination using proactive routing. If a node, \( U \), contains no virtual node in the longitude region of the destination, \( U \) routes a packet using longitude routing; otherwise, if \( U \) contains no virtual node in the cell region of the destination, \( U \) routes a packet using latitude routing. Otherwise, \( U \) routes a packet using proactive routing. In longitude routing, \( U \) forwards the packet to the virtual node with the minimum longitude distance from the destination among all virtual nodes contained in the neighbors of \( U \), or, in case of a tie, the virtual node, \( v \), with the smallest number \( v.rep \). In latitude routing, \( U \) forwards the packet to the virtual node with the same longitude coordinate as the destination and the minimum latitude distance from the destination among all virtual nodes contained in the neighbors of \( U \), or, in case of a tie, the virtual node with the smallest ripple coordinate. In proactive routing, each node constructs a local routing table that contains routing information for virtual nodes in the same cell region. Algorithm 5 describes how a node routes a packet using ABVCap routing in a network.

B. An ABVCap Routing Example

Consider the packet routed by ABVCap routing from node 18 to node 15 in Fig. 3. Firstly, Node 18 proceeds with longitude routing because it contains no virtual node in the longitude region of the destination. The packet is forwarded to node 6 because node 6 contains the virtual node, \( v \), that has the smallest pair of numbers \((v.lo-d.lo,v.rep)\), equal to \((0,1)\), among all virtual nodes contained in the neighbors of node 18. Then, node 6 proceeds with latitude routing because it contains a virtual node in the longitude region of the destination. The packet is forwarded to node 3 because node 3 contains the virtual node, \( v \), that has the smallest pair of numbers \((v.la-d.la,v.rep)\), equal to \((0,0)\), among all virtual nodes contained in the neighbors of node 6 in the longitude region of the destination. Finally, node 3 routes the packet to node 15 using proactive routing because node 3 contains a virtual node in the cell region of the destination.

C. Guaranteed Delivery of ABVCap Routing

Theorem 2 shows that ABVCap routing guarantees packet delivery, where packet loss and other realistic failures are not considered.

**Theorem 2:** ABVCap routing always routes the packet from the source, \( s \), to the destination, \( d \).

**Proof:** We first show longitude routing can forward the packet to a virtual node, \( v \), with \( v.lo = d.lo \). Let \( u^i \) be the \( i \)-th forwarding virtual node. It suffices to show claim 1: \((u^{i+1}.lo - d.lo,u^{i+1}.rep) < (u^i.lo - d.lo,u^i.rep)\) for all \( i \). Because \( u^{i+1} \) has the smallest pair of numbers \((v.lo-d.lo,v.rep)\) among all neighbors, \( v \), of \( u^i \), we
only need to show that \( u^i \) has a neighbor, \( v \), such that \((|v.lo - d.lo|, v.rep) < (|u^i.lo - d.lo|, u^i.rep)\). Without loss of generality, we assume that \( u^i.lo < d.lo \). If \( u^i.up = 0 \), \( u^i \) has a neighbor, \( v \), with \( v.lo = u^i.lo + 1 \), and if \( u^i.up \neq 0 \), \( u^i \) has a neighbor, \( v \), with \( v.lo = u^i.lo \) and \( v.up = u^i.up - 1 \), in which cases \((|v.lo - d.lo|, v.rep) < (|u^i.lo - d.lo|, u^i.rep)\). Next, we show latitude routing can forward the packet to a virtual node, \( v \), with \( v.lo = d.lo \) and \( v.la = d.la \). Let \( u^i \) be the \( i \)-th forwarding virtual node in latitude routing. It suffices to show claim 2: \( u^{i+1}.lo = u^i.lo \) and \((|u^{i+1}.la - d.la|, u^{i+1}.rp) < (|u^i.lo - d.la|, u^i.rep)\) for all \( i \). The proof of claim 2 is omitted due to its similarity with that of claim 1. Because the virtual nodes in a cell region induce a connected subnetwork by Lemma 1, the packet can always be routed to the destination using proactive routing.

V. ABVCAP MAINTENANCE

ABVCap maintenance is described in subsection A. An ABVCap maintenance example is given in subsection B. And, in subsection C, we show that ABVCap routing can always route the packet from the source to the destination in a network with node failures. Table I summarizes the methods used in ABVCap and ABVCap Maintenance.

A. The Maintenance Protocol

To guarantee packet delivery, each subnetwork, \( NET(i) \), and each subnetwork, \( NET(i, j) \), must be connected. Each virtual node, which is not in the longitude region of anchor \( Y \) (or \( X \)), must have a neighbor with a smaller up (or down) coordinate in the same longitude region if the node has no neighbor in the longitude region larger (or smaller) by 1. Each virtual node must have a neighbor with a smaller ripple coordinate in the same cell region if the node is not a cell head. To this purpose, ABVCap maintenance keeps each anchor alive using the primary backup approach, as described in subsection A.1, and connects any two disconnected sub-axes using the shortest path method, as described in subsection A.2. Also, the ripple, up, and down coordinates of the virtual nodes are updated using the node relaxation technique, as described in subsection A.3. In subsection A.4, ABVCap routing in a network with node failures is presented.

A.1 Election of New Anchors

When an anchor fails, the node with the maximum ID among all the backup nodes of the anchor is elected as the new anchor, as implemented in the following. Once anchor \( X \) is elected, it selects a certain number of nodes from the neighbors as its backup nodes. As the backup node detects the failure of \( X \), the node generates an \( X \text{RESET} \) message containing its ID (the source ID) and the IDs of its chosen backup nodes.

Algorithm 6

1. For any backup node detecting the failure of anchor \( X \):
   a) Generate an \( X \text{RESET} \) message containing its ID (the source ID) and the IDs of its chosen backup nodes.
   b) Create a virtual node with the virtual coordinate \((0, 0, 0, \infty, \infty)\), if its ID is larger than any other source ID contained in the \( X \text{RESET} \) message received.

2. For any node:
   a) Broadcast the \( X \text{RESET} \) message generated or received, if the message contains the maximum source ID among all \( X \text{RESET} \) messages generated or received.

A.2 Reconstruction of Axes

When longitude heads \( LH(j + 1), LH(j + 2), ..., LH(k - 1) \) fail on the equator, the shortest path between \( LH(j) \) and \( LH(k) \) is established in a manner analogous to that for the shortest path between anchors \( X \) and \( Y \) (the equator), as implemented in the following. Once \( LH(j) \) detects that \( LH(j + 1) \) is not in the 1-hop neighborhood, \( LH(j) \) generates an Equator REP message containing the longitude coordinate of \( LH(j) \) and a hop counter initially set to 1 and advanced in increments by the forwarding nodes. Once a node receives the Equator REP message generated by \( LH(j) \), the node stores the hop counter contained in the message (the hop distance from \( LH(j) \)) and broadcasts the message if the message contains the smallest hop counter. After \( LH(k) \) detects \( LH(k - 1) \) is not in the 1-hop neighborhood and receives the Equator REP message generated by \( LH(j) \), it generates an Equator RESET message containing the longitude coordinate of \( LH(j) \), which is forwarded by a node to another node whose hop distance from \( LH(j) \) is smaller by 1 until \( LH(j) \) is reached. If \( LH(k) \) receives the Equator REP messages generated by more than one longitude head because the equator is separated into more than two sub-axes, it establishes the shortest path to the longitude head that has the smallest longitude distance from \( LH(k) \) among all longitude heads generating the Equator REP messages and having a smaller longitude coordinate than \( LH(k) \). In addition, if new anchor \( X \) is not in the 1-hop neighborhood of \( LH(1) \), the shortest path is established between new anchor \( X \) and \( LH(1) \).

Once the shortest path between \( LH(j) \) and \( LH(k) \) is established, nodes on the path create virtual nodes that are

<table>
<thead>
<tr>
<th>Methods</th>
<th>Applied Places</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Hops</td>
<td>Election of Anchors</td>
</tr>
<tr>
<td>Shortest Path</td>
<td>Establishment of Axes, Reconstruction of Axes</td>
</tr>
<tr>
<td>Clustering</td>
<td>Assignment of Longitude, Latitude, and Ripple Co-ordinates</td>
</tr>
<tr>
<td>Relaxation</td>
<td>Assignment of Up and Down Coordinates, Update of Ripple, Up, and Down Coordinates</td>
</tr>
<tr>
<td>Message Pruning</td>
<td>Election of Anchors, Assignment of Longitude, Latitude, and Ripple Coordinates, Assignment of Up and Down Coordinates, Election of New Anchors</td>
</tr>
<tr>
<td>Primary Backup</td>
<td>Election of New Anchors</td>
</tr>
</tbody>
</table>

TABLE I. Summary of Methods in ABVCap and ABVCap Maintenance
Algorithm 7

1. For any $EQ(j)$ detecting $EQ(j + 1)$ is not in the 1-hop neighborhood:
   a) Generate an Equator REP message containing the longitude coordinate of $EQ(j)$ and a hop counter set to 1.
2. For any node receiving an Equator REP message generated by $EQ(j)$:
   a) Store the hop counter contained in the message, and broadcast the message with the hop counter increased by 1, if the message contains the smallest hop counter among all received Equator SET messages generated by $EQ(j)$.
3. For any $EQ(k)$ detecting $EQ(k − 1)$ is not in the 1-hop neighborhood and receiving the Equator REP message generated by $EQ(j)$, where $EQ(j)$ has a smaller longitude distance from $EQ(k)$ than any other virtual node that has a smaller longitude coordinate than $EQ(k)$ and generates an Equator REP message:
   a) Reset the longitude distance per hop to 1 and the node containing $EQ(k)$ creates $i$ virtual nodes, which have longitude coordinates equal to $EQ(k),lo−i, · · · , EQ(k),lo−1$, the latitude and ripple coordinates equal to 0, and the up and down coordinates equal to $∞$, to be longitude heads $LH((EQ(k),lo−i), · · · , LH((EQ(k),lo−1),$ if the longitude distance per hop is larger than 1, where $i$ equals the absolute difference, in terms of the integer part of the longitude coordinate, between $EQ(j)$ and $EQ(k)$ minus the hop distance between $EQ(j)$ and $EQ(k)$.
   b) Generate an Equator RESET message containing the longitude coordinate of $EQ(j)$ and the longitude distance per hop.
4. For any node receiving an Equator RESET message containing the longitude coordinate of $EQ(j)$:
   a) Forward the Equator RESET message to a neighbor with a smaller hop distance from $EQ(j)$.
   b) Create a virtual node, $u$, with the longitude coordinate equal to the longitude coordinate of $EQ(j)$ plus the multiplication of the longitude distance per hop and the hop distance from $EQ(j)$, the latitude coordinate equal to 0, and the ripple, up, and down coordinates equal to $∞$
   c) Reset the ripple coordinate of $u$ to 0, if the difference between the longitude coordinate of $u$ and the longitude distance per hop is less than the integer part of the longitude coordinate of $u$.

In this paper, the virtual node with the longitude coordinate equal to $i$ is said to be in longitude region $[i]$. A virtual node on the equator is the longitude head $LH(i)$ and the cell head $CH(i, 0)$, if it has the smallest longitude coordinate among all virtual nodes on the equator in longitude region $i$. A virtual node resets the ripple coordinate to 0 if it is a longitude head. Algorithm 7 describes the reconstruction of the equator that consists of virtual nodes $EQ(0), · · · , EQ(m)$, where $EQ(0)$ and $EQ(m)$ are contained in anchors $X$ and $Y$, respectively, and $EQ(i)$ denotes the virtual node on the equator with the hop distance from $X$ equal to $i$ ($EQ(i)$ may not be a longitude head and may have a non-integer longitude coordinate). In Algorithm 7, virtual node $u$ detects the disappearance of virtual node $v$, if the node containing $u$ detects the disappearance of the node containing $v$.

Furthermore, if $LH(i)$ fails, a new $LH(i)$ is first generated in the reconstruction of the equator. Subsequently, each of the $i$-th meridians from $LH(i)$ to anchor $Z$ and the $i$-th meridian from $LH(i)$ to anchor $Z′$ are reconstructed in a manner analogous to that for the reconstruction of the equator from anchor $X$ to anchor $Y$. Each virtual node with the latitude coordinate equal to $j$ on the $i$-th meridian is the cell head $CH(i, j)$, where $j$ could be a non-integer. The ripple coordinate of each cell head is set to 0, and the up and down coordinates are initially set to $∞$.

A.3 Update of Ripple, Up, and Down Coordinates

If a virtual node that is not a cell head has no neighbor with a smaller ripple coordinate in the same cell region, it updates the ripple coordinate to $∞$. Once a virtual node updates the ripple coordinate, it broadcasts a RP_CHANGE message containing its longitude, latitude, and updated ripple coordinates. A virtual node that is not a cell head checks if it has a neighbor with a smaller ripple coordinate in the same cell region as it detects the failure of any neighbor or receives a RP_CHANGE message. For each period of time, the virtual node with the ripple coordinate equal to $∞$ resets the ripple coordinate to one plus the smallest ripple coordinate of the neighbors, if exists, having the ripple coordinates not equal to $∞$ in the same cell region. In addition, if a virtual node has the ripple coordinate equal to $∞$ for $t$ periods of time because the cell region of the virtual node is not connected, it resets the longitude and latitude coordinates to join another cell region. If a virtual node joins another cell region, it broadcasts a CELL_CHANGE message containing its updated and original longitude, updated and original latitude, and updated ripple coordinates. Algorithm 8 describes how a virtual node updates the ripple coordinate. The up (or down) coordinate for a virtual node is updated in a manner analogous to that for the ripple coordinate.

A.4 ABVCap Routing in a Network with Node Failures

In a network with node failures, the longitude coordinate of a virtual node could be a non-integer. In this case, as mentioned before, the virtual node with the longitude coordinate equal to $i$ is regarded to be in longitude region $[i]$. In ABVCap routing, the virtual node with the longitude coordinate equal to
### Algorithm 8

1. For any virtual node, which is not a cell head and has the ripple coordinate not equal to \( \infty \), detecting the failure of any neighbor or receiving a \( \text{REP}_{\text{CHANGE}} \) or \( \text{CELL}_{\text{CHANGE}} \) message:
   - a) Assign the ripple coordinate to \( \infty \), if the virtual node has no neighbor with a smaller ripple coordinate in the same cell region.
   - b) Broadcast a \( \text{RP}_{\text{CHANGE}} \) message containing its longitude, latitude, and updated ripple coordinates, if the virtual node updates the ripple coordinate.

2. In each period of time, for any virtual node with the ripple coordinate equal to \( \infty \):
   - a) Assign the ripple coordinate to \( u.rp + 1 \), if the virtual node has a neighbor, \( u \), with the smallest ripple coordinate not equal to \( \infty \) in the same cell region.
   - b) Broadcast a \( \text{RP}_{\text{CHANGE}} \) message containing its longitude, latitude, and updated ripple coordinates, if the virtual node updates the ripple coordinate.

3. In each period of time, for any virtual node with the ripple coordinate equal to \( \infty \) for \( t \) periods of time:
   - a) Assign its longitude, latitude, and ripple coordinates to \( u.la, u.la, u.rp + 1 \), respectively, if the virtual node has a neighbor, \( u \), with the smallest ripple coordinate not equal to \( \infty \) in a different cell region.
   - b) Broadcast a \( \text{CELL}_{\text{CHANGE}} \) message containing its updated and original longitude, updated and original latitude, and updated ripple coordinates, if the virtual node joins another cell region.

\( i \) is regarded as with the longitude coordinate equal to \( \lfloor i \rfloor \), as described in Algorithm 9. The following notation is necessary for the description of Algorithm 9.

**Definition 6:** For virtual node \( u \), the notation \( u.rp_m \) denotes \( u.up \) if \( [u.lo] < [d.lo] \), denotes \( u.dn \) if \( [u.lo] > [d.lo] \), and denotes \( [u.la - d.la] \) if \( [u.lo] = [d.lo] \), where \( d.lo \) and \( d.la \) denote the longitude and latitude coordinates of the destination.

### B. An ABVCap Maintenance Example

An example of reconstructing the virtual coordinate system in the network shown in Fig. 3 with the failures of nodes 6 and 25 using ABVCap maintenance is presented in Fig. 4. As illustrated in Fig. 3, \( LH(0) \), \( LH(1) \), \( LH(2) \), and \( LH(3) \) are contained in nodes 25, 14, 6, and 1, respectively. Let nodes 12 and 19 be the backup nodes of anchor \( X \) \( (LH(0)) \). After the failures of nodes 6 and 25, node 19 becomes the new anchor \( X \) and creates a virtual node with the virtual coordinate \( (0, 0, 0, \infty, \infty) \) because node 19 has a larger ID than node 12. The new virtual node is the new longitude head \( LH(0) \) and the new cell head \( CH(0, 0) \).

Subsequently, because \( LH(0) \) detects that \( LH(1) \) is not in the 1-hop neighborhood, \( LH(0) \) generates an \( \text{Equator}_{\text{REP}} \) message. \( LH(1) \) also generates an \( \text{Equator}_{\text{REP}} \) message because \( LH(1) \) detects that \( LH(2) \) is not in the 1-hop neighborhood. The \( \text{Equator}_{\text{REP}} \) messages generated by \( LH(0) \) and \( LH(1) \) contain the longitude coordinates of \( LH(0) \) and \( LH(1) \), respectively. Once \( LH(3) \) receives the \( \text{Equator}_{\text{REP}} \) messages generated by \( LH(0) \) and \( LH(1) \), \( LH(3) \) generates an \( \text{Equator}_{\text{RESET}} \) message containing the longitude coordinate of \( LH(1) \) because \( LH(1) \) has a smaller longitude distance from \( LH(3) \) than \( LH(0) \). The \( \text{Equator}_{\text{RESET}} \) message also contains the longitude distance per hop, equal to the ratio of 2 (the longitude distance between \( LH(1) \) and \( LH(3) \)) to 3 (the hop distance between between \( LH(1) \) and \( LH(3) \)).

The \( \text{Equator}_{\text{RESET}} \) message is forwarded to node 16 that has a smaller hop distance from \( LH(1) \) than \( LH(3) \). Once node 16 receives the \( \text{Equator}_{\text{RESET}} \) message, node 16 creates a virtual node with the virtual coordinate \( \left( \frac{2}{3}, 0, \infty, \infty, \infty \right) \), where the longitude coordinate is assigned to 1 (the longitude coordinate of \( LH(1) \)) plus the multiplication of \( \frac{2}{3} \) (the longitude distance per hop) and 2 (the hop distance from \( LH(1) \)). The new virtual node is the new longitude head \( LH(2) \) and the new cell head \( CH(2, 0) \) because the neighbor with a smaller longitude coordinate on the equator has the longitude coordinate equal to \( \frac{2}{3} - \frac{2}{3} \) and is in longitude region 1. Similarly, node 16 forwards the \( \text{Equator}_{\text{RESET}} \) message to node 4, and node 4 creates a virtual node with the virtual coordinate \( \left( \frac{2}{3}, 0, \infty, \infty, \infty \right) \). Node 4 forwards the \( \text{Equator}_{\text{RESET}} \) message to node 14, which contains \( LH(1) \). Thereby, the reconstruction of the equator between \( LH(1) \) and \( LH(3) \) is completed. Similarly, once \( LH(1) \) receives the \( \text{Equator}_{\text{REP}} \) message generated by \( LH(0) \), \( LH(1) \) generates an \( \text{Equator}_{\text{RESET}} \) message to reconstruct the equator between \( LH(0) \) and \( LH(1) \).

Additionally, because the new cell head \( CH(2, 0) \) (contained in node 16) is disconnected from \( CH(2, 1) \) (contained in node 23), the meridian from \( CH(2, 0) \) to \( CH(2, 1) \) is reconstructed in a manner similar to that for the reconstruction of the equator from \( LH(0) \) (anchor \( X \)) to \( LH(1) \). Moreover, if node 12 detects the failure of node 25, the virtual node contained in node 12 assigns the ripple coordinate to \( \infty \) because it has no neighbor with a smaller ripple coordinate in cell region \((0, 0)\). After \( t \) periods of time, the virtual node contained in node 12 joins cell region \((0, -1)\) and assigns the ripple coordinate to be equal to 1 because it has a neighbor with the ripple coordinate equal to 0 (contained in node 13) in cell region \((0, -1)\).

### C. Correctness of ABVCap Maintenance

We assume that the network is connected after node failures. We also assume that an anchor and its backup nodes do not fail simultaneously. Theorem 3 shows that ABVCap routing guarantees packet delivery in a network with node failures. Lemma 3 is used to prove Theorem 3.
**Lemma 3:** ABVCap maintenance assigns each virtual node ripple, up, and down coordinates smaller than 0.

**Proof:** The proofs for the up and down coordinates are omitted due to their similarities to that for the ripple coordinate. After $t$ periods of time, a virtual node has the ripple coordinate equal to 0 only if each neighbor has the ripple coordinate equal to 0. Therefore, after $t$ periods of time, if a virtual node with the ripple coordinate equal to 0 exists, the ripple coordinate of each virtual node equals 0 by repeating the same argument, which is impossible because the ripple coordinate of each cell head equals 0.

**Theorem 3:** ABVCap routing always routes the packet from the source to the destination.

**Proof:** In ABVCap maintenance, a virtual node has the ripple coordinate between 0 and 0 only if the virtual node has a neighbor with a smaller ripple coordinate in the same cell region, and has the up (or down) coordinate between 0 and 0 only if the virtual node has a neighbor with a smaller up (or down) coordinate in the same longitude region. Lemma 3 implies that longitude routing always forwards the packet to a virtual node in the longitude region of the destination, and latitude routing always forwards the packet to a virtual node in the cell region of the destination using the same argument in the proof of Theorem 2. We need to show that virtual nodes in a cell region induce a connected subnetwork so that proactive routing always forwards the packet to the destination. It suffices to show there exists a path in $NET(i_1, j_1)$ between $u$ and $CH(i_1, j_1)$ for each virtual node, $u$, in cell region $(i_1, j_1)$. Let $P = v_1, v_2, ..., v_k$ be the longest path in $NET(i_1, j_1)$ from $u$ such that the virtual nodes on the path have ripple coordinates in a decreasing order. We show $v_k = CH(i_1, j_1)$. If $v_k \neq CH(i_1, j_1)$, $v_k$ has a neighbor, $v_{k+1}$, in cell region $(i_1, j_1)$ with a smaller ripple coordinate. Then, $P' = v_1, v_2, ..., v_k, v_{k+1}$ is a longer path than $P$, constituting a contradiction.

**VI. ANALYSIS OF MESSAGE OVERHEAD AND ROUTING PATH LENGTH**

We first study the message overhead of ABVCap and ABVCap maintenance by examining the number of messages required to be broadcast. Subsequently, we analyze the route stretch of ABVCap routing.

**A. Message Overhead**

In ABVCap, in the first phase, sink $W$ first generates a $W$SET message to assign the $w$ coordinate to each node. Each node also obtains the $w$ coordinate of each neighbor from the $W$SET messages received. This requires approximately one message broadcast by each node if each packet travels at approximately the same speed. Subsequently, every node broadcasts the ID and the $w$ coordinate of the node with the maximum $w$ coordinate in the 1-hop neighborhood, or, in case of a tie, the node with the maximum ID. This requires one message to be broadcast by each node. Then, every node with the maximum $w$ coordinate in the 2-hop neighborhood, or, in case of a tie, the node with the maximum ID, broadcasts an X_SET message to assign the $x$ coordinate to each node. In [4], a well-known technique on trading time for communication is used so that only one X_SET message is required to be broadcast by each node. Therefore, each node broadcasts two messages to assign the $x$ coordinate. The $y$, $z$, and $z'$ coordinate assignment is analogous to the $x$ coordinate assignment. Thus, each node broadcasts approximately nine messages during this phase. In the second phase, $Y$ is required to send a message to anchor $X$, and each node on the equator is required to send a message to anchors $Z$ and $Z'$. In the third phase, each node must broadcast at least one 3COORD_SET message. Each node broadcasts the 3COORD_SET message approximately once if the axis nodes broadcast the 3COORD_SET messages at approximately the same time [10], [24], and each packet travels at approximately the same speed. This requires approximately one message broadcast by each node. In the fourth phase, each virtual node, $u$, must broadcast at least one UP_SET (or DOWN_SET) message if the virtual node is not in the longitude region of anchor $Y$ (or $X$). Each virtual node broadcasts the UP_SET (or DOWN_SET) message approximately once if the UP_SET (or DOWN_SET) messages in a longitude region are broadcast at approximately the same time, and each packet travels at approximately the same speed. Let $k$ denote the average number of virtual coordinates per node. Then, each node broadcasts approximately $2k$ UP_SET and DOWN_SET messages during this phase. In ABVCap Maintenance, when an anchor fails, each backup node must generate one message to be broadcast in the network. This requires approximately one message broadcast by each node if the technique on trading time for communication is used. In the reconstruction of axes, one message must be generated and broadcast by each node to establish the shortest path between two disconnected sub-axes.

**B. Expected Routing Path Length**

Theorem 4 shows the route stretch of ABVCap routing in a boundless 2D space in a continuous domain, where nodes are assumed to be infinitely dense in a boundless 2D space.

**Theorem 4:** Given the source $s$ and the destination $d$, the expected ratio of the ABVCap routing path length to the shortest path length is $\frac{3}{2}$ in a boundless 2D space in a continuous domain.
average number of packets routed by a node (the maximum load) to the ID, GLDR, VCap, and ABVCap routing, in which the load overlapped. We investigated the average routing path length, regions without nodes, were circles of radius 4 and could be A. Simulation Results on a Packet Level Simulator broadcasting storm problem [25].

In the simulation, 100 connected networks were generated in square regions with side lengths equal to 10 or 50. Each square region has 0 or 10 voids, in which the voids, denoting regions without nodes, were circles of radius 4 and could be overlapped. We investigated the average routing path length, the average packet delivery rate, the average number of next hop neighbors, and the load imbalance factor of GLIDER, Hop ID, GLDR, VCap, and ABVCap routing, in which the load imbalance factor denoted the ratio of the maximum number of packets routed by a node (the maximum load) to the average number of packets routed by a node (the average load). The existence of a node that routes many packets was indicated by a large load imbalance factor. Empirical data were obtained by averaging data of 500 source-destination pairs from 100 networks. We also studied the average number of virtual coordinates assigned to each node by ABVCap in which empirical data were obtained by averaging data from 100 networks.

A.1 Packet Delivery Rate

Fig. 6 illustrates that ABVCap routing successfully sets a path for every source-destination pair. In GLIDER, Hop ID, GLDR, and VCap routing, the higher the network density, the higher the packet delivery rate because more dead-end nodes exist in a network with lower density due to the occurrence of more holes. As 10 voids were deployed, the packet delivery rate becomes lower because a packet has a higher probability to encounter dead-end nodes surrounding voids. In a small-scale network, the packet delivery rate is high due to the small average distance of source-destination pairs. Compared to Hop ID or GLDR routing, GLIDER and VCap routing each have a lower packet delivery rate resulting from the introduction of more dead-end nodes because large cells exist in GLIDER and multiple nodes share a virtual coordinate in VCap.

A.2 Routing Path Length

Fig. 7 demonstrates that ABVCap routing has a longer routing path than GLIDER, Hop ID, GLDR, and VCap routing. Two reasons exist to explain this observation: 1) ABVCap routing routes the packet similarly to using the $L_1$ norm while GLIDER, Hop ID, GLDR, and VCap routing route the packet similarly to using the $L_2$ norm, and 2) ABVCap routing has a longer average distance of source-destination pairs because many source-destination pairs separated by long distances are unreachable in GLIDER, Hop ID, GLDR, and VCap routing. In addition, the higher the network density, the shorter the routing path because the progress distance is larger. For a source-destination pair, the more voids exist, the longer the routing path will be because the longer path is set to bypass voids. In a small-scale network, the short routing path results from the small average distance of source-destination pairs.

A.3 Number of Next Hop Neighbors

Fig. 8(a) illustrates that a node has few next hop neighbors in Hop ID or VCap routing because it can only forward a packet to the neighbor having the smallest distance from the destination. In Hop ID routing, most nodes have only one next hop neighbor because a node is addressed by the hop distances from 30 landmarks. In VCap, many nodes share a virtual coordinate because a node is addressed by the hop distances from 3 anchors. Thus, in VCap routing, a node has more next hop neighbors compared to Hop ID routing. In GLIDER or GLDR routing, a node has many next hop neighbors because it can forward a packet to any neighbor having a smaller hop distance from the selected landmark. In GLIDER, GLDR, VCap, and ABVCap routing, the higher the network density, the more the next hop neighbors.

A.4 Load Imbalance Factor

Fig. 5. Locations of the source $s$, the intermediate node $i$, and the destination $d$.
As shown in Fig. 8(b), the higher the network density, the larger will be the load imbalance factor because of the smaller average load. GLDR routing has a small load imbalance factor because it has many next hop neighbors. By contrast, GLIDER routing has a far larger load imbalance factor than GLDR routing because many packets are routed to the same node in the boundary of a cell. Unlike GLIDER and GLDR routing which route packets toward the landmarks and unlink ABVCap routing which routes packets toward the axes, VCap or Hop ID routing routes packets toward the destinations, and has a small load imbalance factor.

A.5 Number of ABVCap Virtual Coordinates

As shown in Fig. 8(c), the lower the network density and the greater the number of voids, more virtual coordinates are assigned to a node because more axes overlap as the network density decreases and as the number of voids increases. The average number of virtual coordinates assigned to a node is between 3.18 and 7.13 in networks with density ranging from 10 to 30.

B. Simulation Results on a Network Simulator

In ns-2, the MAC layer protocol is IEEE 802.11, and the signal propagation model is the two-ray ground reflection model. In the simulation, 100 connected networks were generated in square regions with side lengths equal to 10. We investigated the average packet delivery rate and the average routing path length of GLIDER, Hop ID, GLDR, VCap, and ABVCap routing in networks without node failures. We also studied the average packet delivery rate and the average routing path length of ABVCap routing in networks with node failure percentages of 5% or 10%. Empirical data were obtained by averaging data of 500 source-destination pairs from 100 networks. In addition, we studied the average number of messages broadcast by a node in constructing or reconstructing the virtual coordinate system using GLIDER, Hop ID, GLDR, VCap, ABVCap, and ABVCap maintenance.

B.1 Packet Delivery Rate

Compared to Fig. 6(c), GLIDER, Hop ID, GLDR, VCap, and ABVCap routing in Fig. 9(a) have the approximately equal packet delivery rates. This implies that each protocol must achieve coordinate assignment robustness, in practice. In ABVCap routing, the higher the node failure percentage, the lower the packet delivery rate, a result considered to be reasonable.

B.2 Routing Path Length

As shown in Fig. 9(b), in ABVCap routing, the higher the node failure percentage, the longer the routing path because the network density is reduced. Compared to Fig. 7(c), GLIDER, Hop ID, GLDR, VCap, and ABVCap routing in Fig. 9(b) have the approximately equal routing path lengths.

B.3 Number of Broadcasts

As shown in Fig. 9(c), the higher the network density, fewer messages are broadcast by a node in VCap and ABVCap because fewer X\_SET, Y\_SET, and Z\_SET messages are generated due to the higher probability of being the 2-hop neighbors of two nodes. In Hop ID and GLDR, the number of broadcasts is slightly greater than the number of landmarks because each node needs to obtain the minimum hop distances from all
landmarks, where Hop ID selects less than 30 landmarks due to packet loss. As the network density increases, the number of landmarks changes slightly, resulting in a negligible difference in the number of broadcasts in Hop ID and GLDR. Each node in GLIDER is required to obtain the minimum hop distances from all neighboring landmarks. The higher the network density, the greater the broadcasts because of the greater neighboring landmarks. In ABVCap maintenance, as expected, the higher the node failure percentage, the greater the broadcasts.

C. Comparison of Virtual-Coordinate-Based Routing

The comparison of GLIDER, Hop ID, GLDR, VCap, and ABVCap routing without the flooding mechanism is shown in Table II. The coordinate assignment cost is primarily ranked by the simulation results for the number of broadcasts. In GLIDER, a node broadcasts a message containing the CDT graph to all landmarks. Subsequently, each landmark broadcasts the CDT shortest-path tree to all nodes inside its cell. The message containing the CDT graph or the CDT shortest-path tree requires \( 4 \times 23 \) bytes to store a list of 23 landmarks and \( 26^2 - 23 \) bytes to store the adjacency matrix of 23 landmarks, fully 10 times the number of bytes contained in a message in Hop ID, GLDR, VCap, and ABVCap. Thus, GLIDER has the highest coordinate assignment cost, compared to Hop ID, GLDR, VCap, and ABVCap. In each routing, the packet delivery rates achieved with the packet level simulator and ns-2 are approximately equal, implying coordinate assignment robustness. The routing delivery, efficiency, flexibility, and load balance are ranked according to the simulation results for the packet delivery rate, routing path length, number of next hop neighbors, and load imbalance factor, respectively. The routing overhead is ranked by the address of the destination carried by the routed packet. VCap and ABVCap routing carry solely the \( x, y, \) and \( z \) coordinates and the longitude and latitude coordinates of the destination, respectively. In GLIDER, Hop ID, and GLDR routing, the destination is addressed by the ID of the closest landmark and the hop distances from the neighboring landmarks of the destination cell, the hop distances from 30 landmarks, and the IDs of the closest 10 landmarks and the hop distances from these landmarks, respectively.

VIII. Conclusions

In this paper, we introduce a virtual coordinate system, ABVCap, for wireless sensor networks. ABVCap establishes an equator and a number of meridians, and assign multiple virtual coordinates to sensor nodes in a four-phase process. A virtual coordinate contains five entries: longitude, latitude, ripple, up, and down. The longitude and latitude coordinates denote the location of the node in the network, and the remaining three coordinates assist the node in routing packets. ABVCap does not require computation and storage of the global topological features, and thus have few requirements in terms of message communication and memory overhead. In addition, we propose a routing protocol based on ABVCap virtual coordinates. ABVCap routing is stateless and guarantees packet delivery, in which case the routed packet needs only to carry the longitude and latitude coordinates of the destination. We also describe a protocol, ABVCap maintenance, to reconstruct an ABVCap...
virtual coordinate system so that ABVCap routing guarantees packet delivery in a network with node failures.

Using simulations, we evaluate the performance of virtual-coordinate-based routing, GLIDER, Hop ID, GLDR, VCap, and ABVCap. None of GLIDER, Hop ID, GLDR, and VCap routing guarantees the packet delivery and tolerates node failures. Although ABVCap routing has the largest routing path length, it has the smallest routing overhead. Compared to ABVCap routing, only VCap routing has smaller coordinate assignment cost, only GLIDER routing has worse load balance, and only GLIDER and GLDR routing has larger routing flexibility. Simulations also show the coordinate assignment robustness of each routing in practice.
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**TABLE II. Comparison of Virtual-Coordinate-Based Routing Protocols**

<table>
<thead>
<tr>
<th>Performance Parameter</th>
<th>GLIDER</th>
<th>Hop ID</th>
<th>GLDR</th>
<th>VCap</th>
<th>ABVCap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delivery Guarantee</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Require a Global Topology Feature</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>Robustness to Node Failure</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>Coordinate Assignment Cost</td>
<td>a</td>
<td><strong>a</strong></td>
<td><strong>b</strong></td>
<td><strong>c</strong></td>
<td><strong>d</strong></td>
</tr>
<tr>
<td>Routing Delivery</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Routing Efficiency</td>
<td><strong>e</strong></td>
<td><strong>f</strong></td>
<td><strong>g</strong></td>
<td><strong>h</strong></td>
<td><strong>i</strong></td>
</tr>
<tr>
<td>Load Balance</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Routing Overhead</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

⇒ Yes; × ⇒ No

**a**⇒Best; ×⇒Worst
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