Pattern Recognition Strategies for Molecular Surfaces: III. Binding Site Prediction with a Neural Network
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Abstract: An algorithm for the identification of possible binding sites of biomolecules, which are represented as regions of the molecular surface, is introduced. The algorithm is based on the segmentation of the molecular surface into overlapping patches as described in the first article of this series.1 The properties of these patches (calculated on the basis of physical and chemical properties) are used for the analysis of the molecular surfaces of 7821 proteins and protein complexes. Special attention is drawn to known protein binding sites. A binding site identification algorithm is realized on the basis of the calculated data using a neural network strategy. The neural network is able to classify surface patches as protein–protein, protein–DNA, protein–ligand, or nonbinding sites. To show the capability of the algorithm, results of the surface analysis and the predictions are presented and discussed with representative examples.


Key words: molecular surface; molecular recognition; binding sites; neural network

Introduction

In the first article of this series,1 the importance of molecular recognition in chemistry in general and in biochemical systems in particular has been illustrated and a new method for the description of molecular features based on the concept of molecular surfaces and on fuzzy set theory has been suggested. In the second part,2 we demonstrated that this new description can be used, at least in a first approximate manner, in the search for the relative orientation of the molecules in the complex, i.e., for the treatment of the so-called geometric docking problem. In this third part, we approach the molecular recognition problem from a different direction. While in the docking problem both partners forming the biomolecular complex are known, we concentrate here on one partner, the protein, only and try to find the regions of the molecular surface involved in the molecular recognition process without any information of the second molecule. This is even more complicated to handle then for the case where one is dealing with the complementarity problem of two partners. Because only one binding partner is known the identification of the binding sites cannot rely on specific interactions, like shape complementarity, hydrogen bonds, or salt bridges, between the molecules. A method has to be developed that can identify slight differences of the molecular properties at the binding site in relation to other regions of the molecular surface.

In the last years, the structure of thousands of proteins and protein complexes were solved experimentally and stored in the public Protein Data Bank (PDB).3,4 Several publications use the 3D data provided in this database to analyze the properties of proteins in general and of binding sites in particular.5–23 These analyses include:

- Amino acid composition of different protein regions.7,8,10,12–17
- Hydrophobicity of the protein surface, binding site, and core region.7,8,10,12–17,20–22
- Electrostatic complementarity of binding regions.18–20,22
- Intermolecular hydrogen binding7,8,10,16,19,20 and salt bridges18–20 in protein complexes.
- Size, shape, and sterical complementarity of binding sites.7,8,10–16,19,20,22,23

All these investigations stress the large complementarity of the shape as well as the complementarity of the molecular properties between the two molecular partners building a complex. They also
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show that binding sites share some common features but depend on the molecule to which the protein is bound. In this way, protein–protein interfaces are more hydrophobic than other parts of the protein surface, even if they are less hydrophobic than the core region. Elcock et al. related this to the fact that, while charged amino acids is significantly increased in binding sites compared to the core region. On the other hand, the number of charged amino acids is also increased. Binding sites for small molecules are mainly characterized by their concave shape. They are located in deep cavities, like bags and clefts of the molecular surface.

These special features open the possibility to find binding sites by comparing the molecular properties at different parts of the protein surfaces and find those that differ from the average. Because of the great importance of enzyme–substrate and enzyme–inhibitor complexes in the rational drug design and the significant shape of their complex interfaces, most theoretical investigations to identify binding sites were carried out within this class of complexes. In the algorithm of Peters et al., the protein shape is described by the alpha-shape algorithm of Edelsbrunner and Mücke, which generates a whole family of shapes with a different level of complexity. By comparing two shapes of different resolutions, cavities on the surface of the protein, which are possibly involved in ligand binding, are found. The PASS algorithm by Brady and Stouten fills cavities with a set of spheres and identifies a few of these spheres that most likely represent the centers of binding pockets. This is done by adding multiple layers of probe spheres and retaining only those spheres with a low solvent exposure. Other methods, so-called grid-based algorithms, rely on neighborhood information to identify clusters of grid points that are surrounded by grid points lying inside the protein.

The program GRID by Goodford also places the protein into a grid but calculates interaction energies with different probes on the grid points. A number of different probes representing different functional groups including positive charges, water molecules, aromatic carbons, hydrogen bond donors, and acceptors can be chosen in this and many similar methods. Clusters of points with attractive interactions to the protein can then be identified as possible binding regions. Ruppert et al. followed a similar strategy by surrounding the protein with probes indicating possible hydrogen bonds or favorable hydrophobic interactions with ligands. These probes are ranked by a scoring function. The regions containing many high-scoring probes are identified as places where a part of a hypothetical ligand might bind with high affinity.

Many studies of protein–protein complexes discuss the increased hydrophobicity of binding sites of these complexes. Young et al. combined hydrophobic amino acids at the protein surface to clusters. These clusters were used to identify 65% of the binding sites of 38 protein–protein complexes. MacCallum et al. studied the amino acid composition of 26 antibody–antigen complexes and used this information for the detection of antigen binding sites. The most similar approach to ours is the one by Jones et al. who used overlapping surface patches and six parameters describing the amino acid composition, the hydrophobicity, and the shape of these patches to characterize the molecular surface in a similar manner to the investigations described in this article. The analysis of these parameters led to a method that was able to distinguish between binding and nonbonding patches with an accuracy of 66% to identify the correct binding site in 59 test cases representing a variety of complex types like oligomers, enzyme–inhibitor, and antibody–antigen complexes.

All methods mentioned so far, except the last, concentrate on one specific class of biomolecular complexes, like protein–protein or protein–ligand complexes. In this article, we introduce a new scheme to identify binding sites suitable for a large variety of different molecules interacting with proteins. To accomplish this, we use the fuzzy fragmentation method described in the first two articles of this series in combination with a neural network for the analysis of the properties of these domains. The article is organized as follows: In the next section, we describe the analysis of the molecular properties of protein surfaces based on all structure information available in the PDB. These results are then used for the training of a neural network (NN), which is described in the third section. The identification rate of the neural network and a method to visualize these results on the molecular surface are presented and discussed in the Results section. The last section provides some concluding remarks and a short preview of possible applications and improvements of the method.

Molecular Properties of Binding Sites

Our investigations are based on the PDB as published in release 90, October 1999. This release was composed out of 10,213 structures. To handle this large amount of structures, an automatic procedure was developed. The CHARMM program package (version 24) was used to add and optimize missing nuclei positions especially of the hydrogen atoms, which cannot be determined by X-ray crystallographic methods for these macromolecules and are therefore not included in most entries of the PDB. The control scripts for CHARMM were generated automatically and the output was converted to a format, which can be used for further investigations. Due to the limitation of the CHARMM force field, only proteins composed of the 20 standard amino acids and DNA molecules can be treated with this program. All database entries with nonstandard amino acids were excluded by the automatic procedure. In addition, entries containing only DNA molecules or carbohydrates are not considered any further. At the end, 7821 structures (76%) successfully pass this limiting part of the automatic procedure.

For the further characterization of the molecules, we used physicochemical as well as topographical properties calculated on or projected onto the molecular surface. These properties are the electrostatic potential, the local lipophilicity, the hydrogen bond donor and hydrogen bond acceptor density, the surface topography.
of the domains was set to 50 and 250 Å², respectively. This results in the distances between the atoms of the molecule. Two of the distances defining the cavity depth are also displayed.

The concept of a solvent-accessible surface and the cavity depth. The concept of a solvent-accessible surface and the cavity depth are well established and are described in the first article of this series. The cavity depth will be described below. The preparation of the surface and calculation of the properties follow a standard procedure. First, the molecular surface was created by a grid-based method, resulting in a triangular mesh. Then, the properties are calculated at the positions of the points of the mesh. The atom-centered partial charges and the information on which atoms can form hydrogen bonds are taken from the CHARMM force field and used in the calculations of the properties. For the calculation of the local lipophilicity, the partial lipophilicity values are assigned to each atom according to the definition of Ghose and Crippen and Viswanadhan et al. using the MOLFESD program.

The surfaces are then divided into domains with the hydrogen bond density as basic variable following the procedure described in the first article of this series. The minimum and maximum sizes of the domains was set to 50 and 250 Å², respectively. This results in a total number of 1,255,853 surface domains for the 7821 structures of the PDB treated by the automatic procedure.

Cavity Depth

In this work, we use two different properties to describe the topographical features of the molecular surface. The first, the STI, quantifies the concavity/convexity of the surface in the area around a surface point as presented in part I. The second is the cavity depth measuring the solvents exposure of the surface, i.e., how deep a surface point is located inside a cavity of the molecule. The calculation of this property is based on the difference of two molecular surfaces (see Fig. 1). In addition to the given molecular surface $O_A$ (generated with the standard radius of the probe sphere of 1.4 Å representing a water molecule) a second molecular surface $O_B$ with a much larger probe sphere radius is generated. In this work a radius of 6.0 Å was used. Because the larger probe sphere cannot penetrate small cavities (cavity entrance smaller than 12 Å in diameter), the surface points of these cavities are inside $O_B$ and the difference between the surfaces $O_A$ and $O_B$ is a measure for the depth of the cavity. The shortest distance of each surface point of $O_A$ to the center of a virtual probe sphere $B$ — used for the generation of $O_B$ — is determined. The surface depth is then defined as this distance minus the probe radius $r_B$, which corresponds to the distance from $O_A$ to $O_B$ along the line connecting the surface point with the probe sphere center (see Fig. 1). Thus, all surface points of $O_A$ not inside a cavity have a cavity depth near or equal 0 and the value of the cavity depth increases with the extent to which the surface point lies inside a cavity of the molecule.

Assignment of Complex Classes

In the following we compare the molecular properties in different parts of the protein surface to identify possible binding sites by finding differences of the properties between nonbinding and binding sites for various types of complexes. Therefore, each point of the molecular surface is characterized by the ability to build a complex with other molecules. This is done by calculating the minimum distance of each surface point of a protein to the surfaces of all other molecules included in the complex. A point of the protein surface is defined as part of a binding site if another molecule is found in a distance less than the given cutoff of 1.5 Å. To specify the type of complex, the so-called complex class, all complex partners are subdivided into three classes:

1. Peptides with more than eight amino acids and proteins belong to the class protein.
2. DNA and RNA molecules belong to the class DNA.
3. All other molecules are classified as ligands.

If no molecule is found within the cutoff distance from the surface point, it is classified as nonbonding. Following this scheme, each point of a protein surface is classified to belong to one of these four complex classes: protein–protein, protein–DNA, and protein–ligand or nonbonding.

In addition, the complex class of each surface domain is determined by examining the complex classes of all surface points belonging to this domain. If less than 20% of the surface points of one domain belong to a specific surface class, the domain is classified as nonbonding. Otherwise, the complex class with the highest contribution to the surface area is assigned to the domain. This small value of 20% was used to ensure that domains on the border of the binding sites are also included in the characterization of this site. Finally, for each surface domain representative values of the six described molecular properties are determined by calculating their mean values over all points belonging to one surface domain.

Statistical Investigations of Binding Sites

The properties of the molecular surfaces of all protein structures were statistically studied in great detail. Here, we only present
the results, which are important for the development of the method to identify binding sites with a neural network.

Table 1 and Figure 2 show the mean values of the molecular properties of the surface domains. In the diagrams, the mean property values of all surface domains as well as the mean property values in the specific binding sites are presented. Protein–protein binding sites are characterized mainly through their higher lipophilicity as compared to the total surface. This confirms the results, which are important for the development of the method to identify binding sites with a neural network.

Thus, the protein can build more hydrogen bonds with the oxygen atoms of the phosphate groups acting as hydrogen bond acceptors.

### Neural Network

In this work, the identification of possible binding sites is accomplished using an NN based on the specific properties of binding sites described above. NNs try to mimic the procedure of the human brain by using a large number of simple units, called neurons, and a training algorithm to process data and find nonlinear relationships within this data. Due to the learning capacity of the network, complex pattern recognition problems can be treated for which standard methods cannot be used. This opens many new applications in chemistry among many other areas. In the group of Gasteiger, e.g., NNs are used to compare geometric and electronic properties of molecules. Sadowski and Kubinyi developed an NN that is able to distinguish between drugs and nondrugs based on the extraction of knowledge from large databases and encoding the molecular structures using atom type descriptors. Promising applications for the prediction of secondary structure elements of proteins based on their amino acid sequence have been reported as well.

### NN Architecture

The Stuttgart Neural Network Simulator (SNNS, version 4.2) was used to build the NN applied here. We used a simple feed-forward network with one hidden layer, which is shown in Figure 3. The input layer is composed of 17, the hidden layer of 13 and the output layer of 4 units. Each of the output neurons is assigned to one of the previously defined complex classes protein–protein, protein–DNA, protein–ligand, and nonbonding. Each layer is fully connected with the following one and a sigmoid activation function is applied to determine the activation of the next layer from the output of the layer above. For the training the standard backpropagation rule was used.

### Processing of the Molecular Properties

The six molecular properties—electrostatic potential, local lipophilicity, hydrogen bond donor and hydrogen bond acceptor...
density, cavity depth, and STI—are used as input variables. Four of the molecular properties (hydrogen bond donor, hydrogen bond acceptor density, cavity depth, and STI) were represented by the mean values of these properties. The electrostatic potential and the local lipophilicity are represented by two mean values. The first is the mean value of all surface points with positive electrostatic potential and all lipophilic surface points of one domain, respectively. The second mean value is calculated over the electronegative and hydrophilic surface points, respectively.

Each property is processed by up to four input units and the incoming signal of each input unit is determined by piecewise linear functions shown in Figure 4. The numbers of input units assigned to each molecular property as well as the values defining the actual shape of the input signal functions are summarized in Table 2.

**Training**

For the training of the NN, the complete dataset of 1,255,853 surface domains was subdivided into a training and a test set. In our first trials using random selected domains for the training set, we were confronted with the problem that the NN identifies almost all domains as nonbonding. The reason for this is that almost 90% of the domains of the complete data set are classified as nonbonding. The identification rate of these NNs is therefore almost 90% because all nonbonding domains are identified correctly. But, no
binding interface can be predicted and so these NNs are not usable for the detection of binding sites. To circumvent this problem, the percentage of binding domains was increased in the training set by using only the domains of known protein complexes. In addition, the set was limited to selected complexes to reduce the time needed for the training phase. At the end, a training set of 13,994 domains was created in which approximate 43% of the domains are involved in the binding to other molecules. The test set was composed of domains of all other proteins.

The NN was trained until no improvement in the successful identification of binding sites could be obtained. The identification rate of the NN is measured by a function combining the identification rates for each complex class and the overall identification rate for all classes. The identification rate for a specific class is defined as

$$S_\alpha = \frac{m_\alpha}{n_\alpha},$$

(1)

with $S_\alpha$ the identification rate of complex class $\alpha$ ($\alpha =$ protein–protein, protein–DNA, protein–ligand, or nonbonding), $m_\alpha$ the...
number of correctly identified domains of complex class $\alpha$, and $n_{\alpha}$ the number of domains of complex class $\alpha$.

In the data set, there are many surface domains for which no strong output activations can be generated by the neural network. But, for most cases the highest output activation, even if it has a small value, corresponds to the correct complex class. Therefore, a domain is considered correctly identified if the activation of the complex class to which the domain was assigned is the highest of all activations of the output neurons and is higher than 0.15. By using this small cutoff value, the identification rates of the NN were increased drastically compared to higher cutoff values above.

The overall identification rate is the sum of the identification rates of the individual complex classes weighted by the numbers of domains assigned to each of these classes:

$$S_{\text{total}} = \frac{m_{\text{protein}} + m_{\text{DNA}} + m_{\text{ligand}} + m_{\text{nonbonding}}}{n_{\text{total}}} = \frac{n_{\text{protein}}}{n_{\text{total}}} \cdot S_{\text{protein}}$$

$$+ \frac{n_{\text{DNA}}}{n_{\text{total}}} \cdot S_{\text{DNA}} + \frac{n_{\text{ligand}}}{n_{\text{total}}} \cdot S_{\text{ligand}} + \frac{n_{\text{nonbonding}}}{n_{\text{total}}} \cdot S_{\text{nonbonding}} \quad (2)$$

with $S_{\text{total}}$ the overall identification rate of NN and $n_{\text{total}}$ the number of domains of all complex classes $\alpha$.

### Results and Discussion

**Classification of Surface Domains**

The identification rates of the NN after its training are shown in Table 3 (first column). The NN is capable of predicting the correct class for 76% of all surface domains in the PDB. The NN detects well the nonbonding parts of the molecular surface (80%) but has problems in distinguishing between protein, DNA, and ligand binding sites. In some way, this is not unexpected and is due to the somewhat arbitrary assignment of the complex classes, e.g., the active sites of enzymes are designed to catalyze the reactions of substrates, which can be small. Therefore, the binding sites of these enzymes are more like the ones of proteins binding small molecules, which we have included in the protein–ligand complex class in this work. But, in the cell enzymatic reactions are often regulated by the inhibition with small proteins. In this case, the same binding site is assigned to the protein–protein class according to our classification scheme.

To circumvent this problem, we decided to take also the second best prediction of the NN into account for the evaluation of the NN. Using this approach a domain is considered correctly identified if the activation of the complex class to which the domain was assigned is the highest or second highest of all activations of the output neurons and is higher than 0.15. The second highest activation is only considered as a valid prediction if the difference to the highest activation value is less than 0.5. This approach enhances the identification rates of the NN significantly (see the second column in Table 3).

The NN identifies the nonbinding surface part the best. The identification of ligand binding sites is also high. This can be explained by the special location of the ligand binding sites. They are mostly located in deep pockets and ridges of the protein surface (see Fig. 2), which clearly differentiate them from the other surface parts.

### Visual Binding Site Detection

Because binding sites span a large area of the molecular surface, more than a single surface domain is part of them. Therefore, it is important not only to identify the complex class of specific domains but also to find clusters of overlapping domains on the molecular surface belonging to the same complex class. On the one hand, a binding site is more favorable if the number of domains included in the corresponding cluster increases. In this way, a binding site can be identified even if no domain has a high activation of the neuron corresponding to the complex class but a number of domains have activations high enough that a large cluster can be found. On the other hand, it is not likely that a single domain with a high activity of the output neuron of a specific complex class surrounded by nonbonding domains is able to build strong interactions with another molecule and, thus, no complex can be formed by this domain alone.

One possibility to find clusters is to project the complex class information for each domain back on the molecular surface. In this sense, three new properties corresponding to one of the three binding complex classes are calculated at each point of the molecular surface. These new properties are defined as the output
neuron activations for a particular complex class averaged over all domains to which the surface point has a membership larger than 0, i.e., to which the surface point belongs. By the visual inspection of the properties on the molecular surface, binding sites can be identified as large regions with a high value of these properties.

This is shown by four examples in Figures 5–8. None of the example protein complexes was included in the training set of the NN. Thus, these examples demonstrate the ability of the NN to identify unknown binding sites.
The first two examples are protein–protein complexes. The first is the thymidylate kinase dimer and the other the enzyme–inhibitor complex of β-trypsin with the bovine pancreatic trypsin inhibitor (BPTI). The third and fourth examples are a protein–DNA complex, the p53 tumor suppressor complex, and a protein–ligand complex, the enzyme–inhibitor complex of dihydrofolate reductase with methotrexate. It can be seen that in the first example the binding site, shown in red, is identified correctly on the molecular surface, even if a small part (yellow circle) is characterized as nonbonding. All binding sites of the other examples are predicted perfectly. Besides the correct one, the NN identifies a small number of additional binding sites on the molecular surface. But, these are always smaller than the correct one and are mostly composed of only one domain. As mentioned above, it is unlikely that these isolated domains build stable complexes.

**Conclusion**

In this article, we presented an algorithm for the identification of possible binding sites of biomolecular complexes based only on the 3D structure of one complex partner, the protein. The algorithm uses the segmentation of the molecular surface into overlapping domains, described in the first article of this series. The mean values of six different molecular properties are calculated for these domains, which are then used as input to a neural network. After the training with known complexes from the PDB, the network was able to classify the surface domains of all proteins included in this database into four classes according to their ability to form complexes with other proteins, DNA/RNA molecules, and small ligands or cannot build complexes at all with an identification rate of 76%. If the second best prediction of the NN is taken into account, the identification rate increases to 90%. This information was mapped back onto the molecular surface of four representative example complexes. In all four examples, the correct binding site could be identified as the largest region of high ability to form a complex of the specific complex class. Besides the correct one, the NN identifies a small number of additional binding sites on the molecular surface. But, these are too small to build stable complexes. For this reason, only large binding sites found by the algorithm must be considered in the investigations if an unknown complex is treated with the method described here. On the other hand, if additional large binding sites are found this could give hints for the identification of alternative binding mechanisms, like the noncompetitive inhibition of enzymes, and the specific development of drugs, binding to these alternative sites.

At the moment, the identification of the binding site is done by a visual inspection of the ability to form a complex mapped on the molecular surface. The next step in the ongoing development of this method will be the automatic identification of large clusters of domains with a high probability for complex formation representing possible binding sites. These binding sites can then be used in a large variety of applications, e.g., a number of often used docking programs, like DOCK and FlexX are based on the optimization of ligand orientation and conformation in the active site of the protein, the position of which must be known in advance. Therefore, they rely on already known complex structures of the same enzyme with different inhibitors or on other experimental or computational methods to determine the location of the active site. Our method could be used as a fast preprocessing step for these docking algorithms so that a manual identification of the active site is no longer necessary. Most steps required for the identification of the active site are needed for the docking algorithms anyway and could be done by the automatic procedure described in this work.

Further improvements are also possible for our method. It should be tested if other molecular properties than those used here can improve the identification rate of the NN. A large number of descriptors are proposed in the literature that have successfully been used in quantitative structure–activity relationships. A number of these descriptors can be adapted to our method. With the usage of additional parameters, the optimization of the NN must be going hand in hand. This optimization can include the variation of the network architecture but also the use of different network types, like Kohonen networks.

An improvement of the algorithm could also be possible with an optimized training set for the NN. A number of structures in the PDB include only a part of the molecules involved in the complex formation. The reason for this is that the whole biomolecular systems are often too complex to be crystallized. A large part of the database is also built out of free enzyme structures, where the enzyme is not bonded to a substrate or inhibitor. It is important that these structures are not included in the training set because the automatic procedure would classify the binding domains of these proteins as nonbonding and the NN would be trained to assign the complex class “nonbonding” to these and other domains with similar properties. It is also possible to divide the complexes of the training set into additional classes. On the one hand, the protein–protein complexes in the PDB are mainly oligomers and enzyme–inhibitor complexes. While most interfaces of oligomers are flat and lipophilic, the active sites of enzymes are designed to catalyze the reactions of substrates, which can be small. Therefore, the binding sites of these enzymes are more like the ones of proteins binding small molecules, which we included in the protein–ligand complex class in this work, and the inhibitors try to mimic the properties of the small molecules. A separation of these different types in two classes or the inclusion of the enzyme–inhibitor complexes in the protein–ligand class could be helpful. On the other hand, the protein–ligand class is diverse. It includes enzymes with small inhibitors but also complexes with carbohydrates and many other molecules important for the structural features and bioactivity of the complexes. By dividing the protein–ligand class according to the function of the ligand, properties specific for these particular functions could be identified and used in the further development of the neural network.
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