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Abstract

Since most real-world applications of classification learning involve continuous-valued attributes, properly addressing the discretization process is an important problem. This paper addresses the use of the entropy minimization heuristic for discretizing a continuous-valued attribute into multiple intervals. We briefly present theoretical evidence for the appropriateness of this heuristic for use in the binary discretization algorithm used in ID3, C4, CART, and other learning algorithms. The results serve to justify extending the algorithm to derive multiple intervals. We formally derive a criterion based on the minimum description length principle for deciding the partitioning of intervals. We demonstrate via empirical evaluation on several real-world data sets that better decision trees are obtained using the new multi-interval algorithm.

1 Introduction

Classification learning algorithms typically use heuristics to guide their search through the large space of possible relations between combinations of attribute values and classes. One such heuristic uses the notion of selecting attributes locally minimizing the information entropy of the classes in a data set (c.f. the ID3 algorithm [13] and its extensions, e.g. GID3 [2], GID3* [5], and C4 [15], CART [1], CN2 [3] and others). See [11; 5; 6] for a general discussion of the attribute selection problem.

The attributes in a learning problem may be nominal (categorical), or they may be continuous (numerical). The term "continuous" is used in the literature to refer to attributes taking on numerical values (integer or real); or in general an attribute with a linearly ordered range of values. The above mentioned attribute selection process assumes that all attributes are nominal. Continuous-valued attributes are discretized prior to selection, typically by partitioning the range of the attribute into subranges. In general, a discretization is simply a logical condition, in terms of one or more attributes, that serves to partition the data into at least two subsets.

In this paper, we focus only on the discretization of continuous-valued attributes. We first present a result about the information entropy minimization heuristic for binary discretization (two-interval splits). This gives us:

- a better understanding of the heuristic and its behavior,
- formal evidence that supports the usage of the heuristic in this context, and
- a gain in computational efficiency that results in speeding up the evaluation process for continuous-valued attribute discretization.

We then proceed to extend the algorithm to derive the range of a continuous-valued attribute into multiple intervals rather than just two. We first motivate the need for such a capability, then we present the multi-interval generalization, and finally we present the empirical evaluation results confirming that the new capability does indeed result in producing better decision trees.

2 Binary Discretization

A continuous-valued attribute is typically discretized during decision tree generation by partitioning its range into two intervals. A threshold value, \( T \), for the continuous-valued attribute \( A \) is determined, and the test \( A \leq T \) is assigned to the left branch while \( A > T \) is assigned to the right branch\(^1\). We call such a threshold value, \( T \), a cut point. This method for selecting a cut point is used in the ID3 [13] algorithm and its variants such as GID3* [5], in the CART algorithm [1], and others [8]. It can generally be used in any algorithm for learning classification trees or rules that handles continuous-valued attributes by quantizing their ranges into two intervals. Although the results we present are applicable to discretization in general, they are presented in the particular context of top-down decision tree generation.

Assume we are to select an attribute for branching at a node having a set \( S \) of \( N \) examples. For each continuous-valued attribute \( A \) we select the "best" cut point \( T_A \) from its range of values by evaluating every candidate cut point in the range of values. The examples are first sorted by increasing value of the attribute \( A \), and the midpoint between each successive pair of examples in the sorted sequence is evaluated as a potential cut point. Thus, for each continuous-valued attribute, \( N - 1 \) evaluations will take place (assuming that examples do not have identical attribute values). For each evaluation of a candidate cut point \( T \), the data are partitioned into two sets and the class entropy of the resulting partition is computed. Recall, that this discretization procedure is performed locally for every node in the tree.

Let \( T \) partition the set \( S \) of examples into the subsets \( S_1 \) and \( S_2 \). Let there be \( k \) classes \( C_1, \ldots, C_k \) and let \( P(C_i, S) \) \(^2\) the test \( A > T \) stands for: "the value of \( A \) is greater than \( T \)."
For an example set 5, an attribute resulting class entropies:

When the logarithm base is 2 evaluate the resulting class entropy after a set 5 is of information needed, in bits, to specify the classes in S. To evaluate the resulting class entropy after a set S is partitioned into two sets S1 and S2, we take the weighted average of their resulting class entropies:

Definition 1: For an example set S, an attribute A, and a cut value T: Let S1 ⊂ S be the subset of examples in S with A-values ≤ T and S2 = S − S1. The class information entropy of the partition induced by T, E(A, T; S), is defined as

\[ E(A, T; S) = \frac{|S_1|}{|S|} \text{Ent}(S_1) + \frac{|S_2|}{|S|} \text{Ent}(S_2) \]  

A binary discretization for A is determined by selecting the cut point TA for which E(A, TA; S) is minimal amongst all the candidate cut points.

2.1 Discussion of Cut Point Selection

One of the main problems with this selection criterion is that it is relatively expensive. Although it is polynomial in complexity, it must be evaluated N − 1 times for each attribute (assuming that the N examples have distinct values). Since machine learning programs are designed to work with large sets of training data, N is typically large. In the case of a nominal (or discretized) attribute, this criterion requires only a single evaluation of an r-partition, where r is the number of values of the nominal attribute. Typically, r ≪ N. Indeed, experience with ID3-like algorithms confirms that they run significantly slower when continuous attributes are present.

The other objection that may be raised is that the algorithm has an inherent weakness in it that will cause it to produce “bad” cut points especially when there are more than two classes in the problem. This objection is based on the fact that the algorithm attempts to minimize the weighted average entropy of the two sets in the candidate binary partition (as shown in Equation 1 above). The cut point may therefore separate examples of one class in an attempt to minimize the average entropy. Figure 1 illustrates this situation. Instead of falling on one of the boundaries B1 or B2, the cut point may fall in between so that the average entropy of both sides is minimized. This would be undesirable since it unnecessarily separates examples of the same class, resulting in larger (and lower quality [5]) trees.

However, neither of these objections turns out to be true. Theorem 1 below shows that regardless of how many classes there are, and how they are distributed, the cut point will always occur on the boundary between two classes (see Definition 2 for a precise statement of what we mean by a boundary point). This is indeed a desirable property of the heuristic since it shows that the heuristic is “well-behaved” in terms of the cut points it favours. It tells us that this heuristic will never select a cut that is considered “bad” from the teleological point of view. In addition, this result will also help us improve the efficiency of the algorithm without changing its function.

2.2 Cut Points Are Always on Boundaries

We show that the value TA for attribute A that minimizes the average class entropy E(A, TA; S) for a training set S must always be a value between two examples of different classes in the sequence of sorted examples. Let A(e) denote the A-value of example e ∈ S.

Definition 2: A value T in the range of A is a boundary point iff in the sequence of examples sorted by the value of A, there exist two examples e1, e2 ∈ S, having different classes, such that A(e1) < T < A(e2); and there exists no other example e' ∈ S such that A(e1) < A(e') < A(e2).

Theorem 1 If T minimizes the measure E(A, T; S), then T is a boundary point.

Proof: is rather lengthy and thus omitted; see [5].

Corollary 1 The algorithm used by ID3 for finding a binary partition for a continuous attribute will always partition the data on a boundary point in the sequence of the examples ordered by the value of that attribute.

Proof: Follows from Theorem 1 and definitions.

The first implication of Corollary 1 is that it serves to support the usage of the entropy minimization heuristic in the context of discretization. We use the information entropy heuristic because we know, intuitively, that it possesses some of the properties that a discrimination measure should, in principle, possess. However, that it itself does not rule out possibly undesirable situations, such as that depicted in Figure 1. The Corollary states that “obviously bad” cuts are never favoured by the heuristic. This result serves as further formal support for using the heuristic in the context of discretization, since it tells us that the heuristic is well-behaved from the teleological point of view.

In addition, Corollary 1 can be used to increase the efficiency of the algorithm without changing its effects at all. After sorting the examples by the value of the attribute A, the algorithm need only examine the b boundary points rather than all N − 1 candidates. Note that: k − 1 ≤ b ≤ N − 1. Since typically k ≪ N we expect significant computational savings to result in general. We have demonstrated significant speedups in terms of the number of potential cut points evaluated in [7] for the ID3 algorithm. ID3 partitions the range of a continuous-valued attribute into two intervals. Algorithms that extract multiple intervals using a generalization of this procedure (such as the one presented in the next section) achieve higher speedups. Algorithms that search for rules rather than decision trees also spend more effort on discretization. The computational speedup in the evaluation process is only a side benefit of Corollary 1. Its semantic significance...
is our focus in this paper since it justifies our generalizing the same algorithm to generate multiple intervals rather than just two.

3 Generalizing the Algorithm

Corollary 1 also provides support for extending the algorithm to extract multiple intervals, rather than just two, in a single discretization pass. The motivation for doing this is that "better" trees are obtained.

The training set is sorted once, then the algorithm is applied recursively, always selecting the best cut point. A criterion is applied to decide when to refrain from applying further binary partitioning to a given interval. The fact that only boundary points are considered makes the top-down interval derivation feasible (since the algorithm never commits to a "bad" cut at the top) and reduces computational effort as described earlier.

To properly define such an algorithm, we need to formulate a criterion for deciding when to refrain from partitioning a given set of examples. The criterion needs to be well-principled and theoretically justified. Empirical tests are later used to verify that the assumptions behind the justification are appropriate.

Why is the derivation of multiple ranges rather than binary ranges more advantageous from a tree generation perspective? Often, the "interesting" range may be an interval within the attribute's range. Thus, to get to such an interval, a binary-interval-at-a-time approach leads to unnecessary and excessive partitioning of the examples that are outside the interval of interest. For example, assume that for an attribute A with values in [0, 40], the subrange 12 < A ≤ 20 is of interest. Assume that A's range is discretized into: \{(-∞, 12), (12, 20), (20, 25), [25, ∞)\}. Given an algorithm, like GID3* [5], that is capable of filtering out irrelevant attribute values, it is in principle possible to obtain the decision tree of Figure 2(a). The attribute selection algorithm decided that only two of the four available intervals are relevant. The examples outside this interval are grouped in the subset labeled S in the figure.

Using only a binary interval discretization algorithm, in order to select out these two ranges the decision tree shown in Figure 2(b) would be generated. Note that the set S is now unnecessarily partitioned into the two subsets S1 and S2. For the first tree, the algorithm has the option of partitioning S later using some other, perhaps more appropriate, attribute. This option is no longer available in the second situation, and the choice of future attributes will be based on smaller subsets: S1 and S2. Essentially, this leads to the same sort of problems as those caused by the irrelevant values problem discussed in [2, 5]. The details of how GID3* deals with this problem and how only a subset of the values are branched on is beyond the scope of this paper (see [5] for details.)

3.1 To Cut or not to Cut? That is the Question

Given the set S and a potential binary partition, πT, specified on S by the given cut value T of attribute A, we need to decide whether or not to accept the partition. This problem is naturally formulated as a binary decision problem: accept or reject πT. Let HT be the hypothesis that πT induces if it were accepted. That is, HT is the classifier that tests the value of A against T and then classifies examples that have value less than T according to the examples in E for which A-value < T. Similarly, let NT represent the null hypothesis; that is the hypothesis that would result if πT were rejected. Thus NT would classify all examples according to the classes in E without examining the value of A. Since accept or reject are the only possible actions, one of them must be the correct choice for this decision; the other is incorrect. Of course we have no way of directly deciding which is correct.

Let dA be the decision to accept the partition πT, and let dr represent rejecting it. The set of possible decisions in this situation is D = \{dA, dr\} and we have a binary decision problem to solve. If we assign a cost to our taking the wrong decision, then the expected cost associated with a decision rule that selects between \{dA, dr\} is expected to have cost:

\[ B = c_{11}\text{Prob}\{dA \land HT\} + c_{22}\text{Prob}\{dr \land NT\} + c_{12}\text{Prob}\{dA \land NT\} + c_{21}\text{Prob}\{dr \land HT\} \]

where c11 and c22 represent the costs of making the correct choice, and c12 and c21 are the costs of making the wrong decision. This is the expected Bayes risk associated with whatever decision rule is being used to select one of \{dA, dr\}. The Bayes decision criterion, calls for selecting the decision rule that minimizes the expected cost.

Since we do not know what values to assign to c12 and c21, we resort to the uniform error cost assignment. If we let c11 = c22 = 0 and let c12 = c21 = 1, then minimizing the Bayes risk reduces to a decision rule known as Probability-of-Error Criterion (PEC) [12] which calls for minimizing the probability of making the "wrong" decision. Subsequently, it can be shown via a simple derivation [12] that the Bayes decision criterion reduces to adopting the decision rule which, given data set S, selects the hypothesis HT for which \text{Prob}\{HT|S\} is maximum among the competing hypotheses [12]. We refer to this decision criterion as the Bayesian Decision Strategy. This strategy is also known as the maximum a posteriori (MAP) criterion [12], which in turn is equivalent to PEC.

For our decision problem, the Bayesian decision strategy (as well as MAP and PEC) calls for selecting the decision \( d \in D \) that corresponds to the hypothesis with the maximal probability given a data set S: thus we should choose \( d_A \) if and only if \( \text{Prob}\{HT|S\} > \text{Prob}\{NT|S\} \). If we had a way of determining the above two probabilities our problem would be solved: simply choose the hypothesis that has the higher probability given the data, and Bayesian decision theory guarantees that this is the best (minimum risk) strategy. Unfortunately, there is no easy way to compute these probabilities directly. However, we shall adopt an approach that will allow us to indirectly estimate which probability is greater.
3.2 The Minimum Description Length Principle

The minimum description length of an object is defined to be the minimum number of bits required to uniquely specify that object out of the universe of all objects.

We shall show that in the case of our decision problem, we can employ the Minimum Description Length Principle (MDLP) to make a guess at the hypothesis with the highest probability, given a fixed set of examples. The MDLP is a general principle that is intended to encode the natural bias in science towards simpler theories that explain the same body of data. The MDLP was originally introduced by Rissanen [17] and has later been adopted by others [14; 18] for use in induction. We define it as defined in [14]:

**Definition 3:** Given a set of competing hypotheses and a set of data S, the minimum description length principle (MDLP) calls for selecting the hypothesis HT for which $\text{MLength}(HT) + \text{MLength}(S|HT)$ is minimal among the set of hypotheses. $\text{MLength}(HT)$ denotes the length of the minimal possible encoding of HT, while $\text{MLength}(S|HT)$ is the length of the minimal encoding of the data given the hypothesis.

For convenience, we assume lengths are measured in bits. The encoding of the data given the hypothesis may be thought of as encoding the data points that are the "exceptions" to the hypothesis HT. If HT fits the data exactly, then the latter term goes to zero.

The MDLP principle is not necessarily calling for something different from the decision criteria discussed earlier. It can be easily shown that the MDLP and the Bayesian risk minimization strategy (under the assumption of uniform error cost) are theoretically related to each other. For lack of space we omit the derivation which simply consists of expanding the expression for the number of bits needed to specify the hypothesis H given the data S: $- \log_2(\text{Prob}(H|S))$, using Bayes' rule. The final expression obtained is equivalent to the MDLP. This will serve as motivation for adopting the MDLP since it reduces the arbitrariness of our adopting it over some other heuristic for deciding when to refrain from further partitioning.

Based on our earlier arguments, if we had a way of finding the true minimal encoding length of hypotheses and of the data given a hypothesis, then employing the MDLP for selecting one of a set of competing hypotheses leads to choosing the hypothesis with the maximum a posteriori probability (given the data). Consequently, this is equivalent to the PEC decision criterion. This means that the selected hypothesis will be the one which minimizes the probability of having made the wrong selection decision. However, in the physical world we do not have access to the probability distributions. Hence, the MDLP is used as an estimate of cost, or a heuristic, for distinguishing between hypotheses.

3.3 Applying the MDLP: A Coding Problem

Now the problem at hand is a coding problem. In our case, the decision problem is relatively simple. The set of competing hypotheses contains exactly two elements: $\{HT, NT\}$. We shall employ the formulation used by Quinlan and Rivest [14] where they used the MDLP in attribute selection in an attempt to generate compact decision trees (see [18] for a commentary on [14]). In our case, the problem is fortunately simpler.

Using the formulation of [14], the problem that needs to be solved is a communication problem. The goal is to communicate a method (classifier), that will enable the receiver to determine the class labels of the examples in the set. It is assumed that a sender has the entire set of training examples, while a receiver has the examples without their class labels. The sender needs to convey the proper class labeling of the example set to the receiver. The sender must essentially choose the shortest description for specifying the classes.

**Coding the Null Theory $NT$:** In the case of $NT$, the sender must simply transmit the classes of the examples in $S$ in sequence. The sender sends $N$ messages, each being a coded class label (where $N = |S|$). To encode the classes of the examples in $S$, we may use an optimal (e.g., Huffman coding) algorithm [16] to produce code optimized for average code length. Since we have to transmit the class for each example in the set $S$, multiplying the average code length $l$ by $N$ gives us the total cost of transmitting the classes of the examples in $S$. In addition, one needs to transmit the "code book" to be used in decoding the classes. Transmitting the code book consists of sending the code word associated with each class. Hence, if there are $k$ classes the length of the code book is estimated by $(k \cdot l)$. Note that $k$ is a constant that does not grow with $N$, so the cost of the code book is a small constant overhead.

**Coding the Partition $HT$:** The cut point chosen to partition the examples must be specified by the sender followed by an encoding of the classes in each of the two subsets. Specifying the cut value costs $\log_2(N - 1)$ bits since we need only specify one of the $N - 1$ examples in the sequence which the cut value falls just before (or after).

The classifier $HT$ corresponding to the binary partition, $\pi_T$, partitions the set $S$ into subsets $S_1$ and $S_2$. What the sender must transmit, then, is a specification of the cut point followed by the sequence of classes in $S_1$ followed by the classes in $S_2$. Again, all we are interested in determining is the minimal average length code for the classes in $S_1$ and $S_2$ as we did in the case of encoding the classes in $S$. Let $l_1$ and $l_2$ be the minimal average code lengths (in bits) for the classes in $S_1$ and $S_2$ respectively. The cost of transmitting $HT$ along with the data given $HT$ is

$$\log_2(N - 1) + |S_1| \cdot l_1 + |S_2| \cdot l_2$$

bits.

We also need to transmit the code books for the respective codings chosen for the classes in $S_1$ and $S_2$. Unlike the case of transmitting $S$ where we knew that all $k$ classes are present, in this case we must inform the receiver which subset of classes is present in each of the two subsets $S_1$ and $S_2$, and then send the respective code books. Since we know that our partition is non-trivial, i.e. $S_1 \neq S_2 \neq \emptyset$, we know that $S_1$ can have any one of $2^k - 1$ possible subsets of the $k$ classes. Using a lengthy derivation, it can be shown that

$$G_k = \left[ \sum_{k=1}^{k-1} \binom{k}{l} 2^k \right] + 2^k - 1 = 3^k - 2$$

is the number of possible partitions out of which we need to specify one. Hence we need $\log_2(G_k)$ bits. Note that $\log_2(G_k) < 2 \log_2(2^k - 1) < 2k$.

3.4 The Decision Criterion

In our quest for the "correct" decision regarding whether or not to partition a given subset further, we appealed to the MDLP.
In turn, this gave us a coding problem to solve. The solution is readily available from information theory, c.f. Huffman coding. However, we are not interested in the actual minimal code itself. The only thing we need to know is the average length of the minimal code. The following theorem gives us this information directly and in the general case.

**Theorem 2** Given a source of messages $s$ with entropy $\operatorname{Ent}(s)$, for any $\epsilon > 0$, there exists an optimal encoding of the messages of $s$ such that the average message code length $l$, in bits, is such that $\operatorname{Ent}(s) \leq l < \operatorname{Ent}(s) + \epsilon$.

**Proof:** See Shannon’s Noiseless Coding Theorem in [9].

Note that this theorem requires that the entropy $\operatorname{Ent}(S)$ be defined using logarithms to the base 2. In the case of our simple communication problem, the source of messages is the sender and the messages are the encoded classes. Theorem 2 tells us, that “we can bring the average code word length as close as we please to the entropy” of the source [9].

Let $l$ be the average length of the code chosen to represent the classes in $S$. Similarly, $l_1$ and $l_2$ are the corresponding average code lengths for $S_1$ and $S_2$. Putting all the derived costs together we obtain:

$$\text{Cost}(NT) = N \cdot \operatorname{Ent}(S) + k \cdot \operatorname{Ent}(S)$$

$$\text{Cost}(HT) = \log_2(N - 1) + |S_1| \cdot \operatorname{Ent}(S_1) + |S_2| \cdot \operatorname{Ent}(S_2)$$

$$+ \log_2(3^k - 2) + k_1 \operatorname{Ent}(S_1) + k_2 \operatorname{Ent}(S_2).$$

The MDLP prescribes accepting the partition iff $\text{Cost}(HT) < \text{Cost}(NT)$. Examine the condition under which $|\text{Cost}(NT) - \text{Cost}(HT)| > 0$:

$$0 < N \operatorname{Ent}(S) - |S_1| \cdot \operatorname{Ent}(S_1) - |S_2| \cdot \operatorname{Ent}(S_2)$$

$$- \log_2(N - 1) + k \operatorname{Ent}(S)$$

$$- \log_2(3^k - 2)$$

$$- k_1 \operatorname{Ent}(S_1) - k_2 \operatorname{Ent}(S_2).$$

Now recall that the information gain of a cut point is

$$\operatorname{Gain}(A, T; S) = \operatorname{Ent}(S) - E(A, T; S)$$

$$= \operatorname{Ent}(S) - \frac{|S_1|}{N} \cdot \operatorname{Ent}(S_1) - \frac{|S_2|}{N} \cdot \operatorname{Ent}(S_2).$$

The above inequality, after dividing through by $N$, reduces to

$$\operatorname{Gain}(A, T; S) > \frac{\log_2(N - 1)}{N} > \frac{\Delta(A, T; S)}{N}$$

where $\Delta(A, T; S) = \log_2(3^k - 2) - [k \operatorname{Ent}(S) - k_1 \operatorname{Ent}(S_1) - k_2 \operatorname{Ent}(S_2)].$

We are now ready to state our decision criterion for accepting or rejecting a given partition based on the MDLP:

**MDLP Criterion:** The partition induced by a cut point $T$ for a set $S$ of $N$ examples is accepted iff

$$\operatorname{Gain}(A, T; S) > \frac{\log_2(N - 1)}{N} + \frac{\Delta(A, T; S)}{N}$$

and it is rejected otherwise.

Note that the quantities required to evaluate this criterion, namely the information entropy of $S$, $S_1$, and $S_2$ are computed by the cut point selection algorithm as part of cut point evaluation.

### 4 Empirical Evaluation

We compare four different decision strategies for deciding whether or not to accept a partition. For each data set used, we ran four variations of the algorithm using each of the following criteria:

1. **Never Cut:** the original binary interval algorithm.
2. **Always Cut:** always accept a cut unless all examples have the same class or the same value for the attribute.
3. **Random Cut:** accept or reject randomly based on flipping a fair coin.
4. **MDLP Cut:** the derived MDLP criterion.

The first three strategies represent simple alternative decision strategies that also cover the continuum of decision strategies since the first two are the two extrema.

We used the data sets described in Table 1. Some of these were obtained from the U.C. Irvine Machine Learning Repository and others from our own industrial applications of machine learning described in [10]. The data sets represent a mixture of characteristics ranging from few classes with many attributes to many classes with few attributes.

For each data set, we randomly sampled a training subset and used the rest of the set for testing. For each data set we repeated the sampling procedure followed by generating the tree and testing it 10 times. The results reported are in terms of the average number of leaves and percentage error rate on classifying the test sets. The results are shown in Figure 3. Note that there is no difference between the tree generated by GID3* under the Never Cut strategy and the tree generated by the ID3 algorithm. Thus, those columns in the charts may be taken to reflect ID3’s performance. For ease of comparison, we plot the results in terms of ratios of error rate and
number of leaves of the various cut strategies to the MDLP Cut strategy. Note that the improvements are generally significant. The data set RSM1 proved a little problematic for the MDLPC. One possible reason is that the number of classes is large and the number of training examples is probably not sufficient to make the recommendations of the MDLPC criterion meaningful. Note that this hypothesis is consistent with the fact that performance dramatically improved for the set RSM2 which is the same data set but with only two classes.

5 Conclusion
We have presented results regarding continuous-valued attribute discretization using the information entropy minimization heuristic. The results point out desirable behavior on the part of the heuristic which in turn serves as further theoretical support for the merit of the information entropy heuristic. In addition, the efficiency of the cut point selection heuristic can be increased without changing the final outcome of the algorithm in any way. Classification learning algorithms that use the information entropy minimization heuristic for selecting cut points can benefit from these results. We also used the results as a basis for generalizing the algorithm to multiple interval discretization. We derive a decision criterion based on information and decision theoretic notions to decide whether to split a given interval further. Coupled with formal arguments supporting this criterion, we presented empirical results showing that multiple interval discretization algorithm indeed allows us to construct better decision trees from the same data.
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