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1 EUCLIDEAN ALGORITHM

Euclidean domain: The Euclidean Algorithm (EA) can be traced back to the theorems 1 and 2 of book 7 of the Elements of Euclid, written ca 300 BC, but it is still today of great practical importance in many modern applications, as we want to illustrate in this paper. It computes a GCD of \( r, s \in D \), a Euclidean domain as follows. Set \( r_0 = r \) and compute \( r_k = r_{k-2} \mod r_{k-1} \) until \( r_k = 0 \). Then \( r_{k-1} = GCD(s, r) \). At every step of the EA we can introduce units (invertible elements from \( D \)) \( x_k \) and \( c_k \) and use \( GCD(s_k, r_k) = GCD(s_k x_k, r_k c_k) \) to meet some normalization condition.

EEA and continued fractions: Denote \( s_k = r_{k-1} \), then one step of the EA corresponds to the relation

\[
\begin{align*}
\begin{bmatrix} s_k & r_k \end{bmatrix} &= \begin{bmatrix} s_{k-1} & r_{k-1} \end{bmatrix} \begin{bmatrix} 0 & 1 \\ 1 & -q_k \end{bmatrix} \\
V_k &= \begin{bmatrix} x_k & 0 \\ 1 & -q_k \end{bmatrix} \begin{bmatrix} 0 & c_k \\ 1 & a_k \end{bmatrix} \
\end{align*}
\]

where \( a_k = -q_k c_k \), \( y_k = 0 \) and \( q_k = \text{quotient of } s_{k-1}/r_{k-1} \). Introducing some \( V_0 \) with \( x_0 = c_{00} = 0 \) and \( y_0 \) and \( a_0 \) some units to normalize the given elements \( s \) and \( r \) as \( s_0 = s y_0 \) and \( r_0 = r a_0 \), we arrive after a small manipulation at a continued fraction corresponding to the expansion

\[
-\frac{r}{s} = \frac{y_0}{a_0} \left( \frac{c_1}{a_1} + x_1 \frac{c_2}{a_2} + \cdots + x_{k-1} \frac{c_k}{a_k} + x_k \frac{r_k}{s_k} \right).
\]

Truncating this after \( k \) terms, we shall get a rational approximation for the left hand side of the form \( c_{0k}/a_{0k} \). The recurrence for the numerators and denominators of the approximants as well as for the tails (residuals) is

\[
G_k = G_{k-1} \underbrace{V_0 V_1 \ldots V_k}_{V_{0k}} = \begin{bmatrix} y_{0k} & c_{0k} \\ x_{0k} & a_{0k} \\ s_k & r_k \end{bmatrix} \quad G_{-1} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ s & r \end{bmatrix}.
\]

This extended recurrence is known as the Extended EA (EEA) [1, 37, 9].
Rational approximation: If we are interested in the rational approximations, then it doesn't matter whether the algorithm will end or not. One of the first applications of this idea is the approximation of a real number by rational numbers. When \( r, s \in \mathbb{R} \), then the EEA as described above, taking integer quotients, will generate a sequence of rational numbers approximating \(-r/s\). An interesting geometric interpretation of the number theoretic problem can be found in [11] which also includes the multi-dimensional generalization of this problem and the relation with the solution of Diophantine equations.

A similar extension can be imagined for the set of formal Laurent series \( D = \mathbb{F}_-(z) \) over a field \( \mathbb{F} \) having only finitely many terms with positive exponents and where the quotient is the polynomial part of the ratio. Mutatis mutandis, this can be adapted for the formal Laurent series \( \mathbb{F}_+(z) \) with only finitely many negative exponents.

Complexity, reliability and stability: The computational complexity of the EEA is well known for example for polynomials of degree \( n \), it requires \( O(n^2 \log^2 n) \) operations (multiplications, additions) to find their GCD. However, it is explained in detail at several places (e.g., [9]) how this can be reduced to \( O(n \log^2 n) \) when an appropriate divide an conquer technique is applied in conjunction with FFT. On special architectures, the speed can be increased even further. For example, a systolic implementation is discussed in [10].

When the EEA is applied to e.g. Laurent series \( \mathbb{F}_-(z) \), the successive quotients are of degree 1 or larger. When they all have degree 1, we call it a generic situation. The EEA deals quite naturally with the non-generic situation as well. In many applications however, where the connection with the EEA is not that obvious, great effort has been put in the design of algorithms to deal with breakdown or near-breakdown of the algorithm for a non-generic situation. The point we want to make here is that once the connection with the EEA is made, the adaptation of the algorithm to the non-generic situation, avoiding exact breakdown (reliability) and near-breakdown (stability) is rather obvious.

2 APPROXIMATION OF FORMAL SERIES

One possible application is the approximation of formal Laurent series. Suppose we work in \( \mathbb{F}_-(z) \) as explained in section 1. The successive rational approximants for \( f = -r/s \) (suppose for simplicity that \( s = -1 \), so that \( f = r \)) satisfy \( f - c_0 k / a_0 k = r_k / a_0 k \). When the “quotients” have \( \deg a_k(z) = \alpha_k \), then it can be shown that for a strictly proper \( f \): \( \deg c_0 k < \deg a_0 k = \alpha_0 k = \alpha_1 + \ldots + \alpha_k \) and \( \deg (r_k / a_0 k) = -2 \alpha_0 k - \alpha_{k+1} \) with \( \alpha_{k+1} \geq 1 \). Comparing the degrees of freedom in the approximant \( (2 \alpha_0 k) \) and the number of interpolation conditions that are met, we see that we have solved here a Padé approximation problem at infinity [4]. When \( f \) is the transfer function of a linear system, then the approximant is the one of minimal (McMillan) degree which fits the first \( 2 \alpha_0 k \) coefficients. This is known as a solution of the minimal partial realization (MPR) problem [36]. In this context, the EEA is closely related to the Berlekamp-Massey algorithm, which was first designed for shift register synthesis of linear predictive codes. The numbers \( \alpha_0 k \) are known as Kronecker indices. The numbers \( \alpha_k \) did not seem to have received a standard name. We shall call them Euclidean indices.

Similarly, the rational approximants produced by the EEA for the ratio of two elements from \( \mathbb{F}_+(z) \) are convergents of a continued fraction which is known as a P-fraction, a name due to Arne Magnus [39]. The P stands for principal part (plus constant term) which is indeed what is meant by the quotient here. The approximants are known as Padé approximants (at the origin, but this is what is usually meant by Padé approximation). One of the earlier papers to explicitly recognize the EA as a method for computing Padé approximants is [42].
In the literature of Padé approximation, the notion of Padé table is a convenient concept to formulate certain results. The table is a two-dimensional array which contains in the entry \((i, j)\) a Padé approximant with numerator degree \(i\) and denominator degree \(j\). In general, the Padé table consists of square blocks of size 1 or larger. The entries in one block are all equal. A block of size \(> 1\) is called singular. A Padé table with singular blocks is called non-normal. The EA computes Padé approximants on diagonals of the table thereby jumping from block to block.

3 LINEAR ALGEBRA AND ORTHOGONAL POLYNOMIALS

The interpolation conditions for the MPR problem in a linearized form can be written as a Hankel system of equations. Suppose we denote by bold face letters the vertical matrices containing the coefficients of series or polynomials, then the condition that for \(f(z) \in F_-(z)\), deg \(a_{0k}(z) \leq \alpha_{0k}\) there should exist a polynomial \(c_{0k}(z)\) of degree \(< \alpha_{0k}\) such that deg \(r_k < -\alpha_{0k}\) with \(r_k(z) = f(z)a_{0k}(z) - c_{0k}(z)\), can be written as \(H a_{0k} = r_k\) with \(H = H(f)\) the Hankel matrix with symbol \(f\). With the down shift matrix \(Z\) we can define blocks \(A_k = [a_{0k} Z a_{0k}] \ldots [Z^{nk-1} a_{0k}]\) and the upper triangular block matrix \(A = [A_0 A_1 \ldots]\). It turns out that \(HA = R\) (\(R\) block lower triangular) and \(ATHA = D\) with \(D\) block diagonal.

This relation can be interpreted in two different ways: (1) as a block triangular factorization of \(H^{-1}\) and, (2) as a block orthogonality relation for the polynomials \(a_{0k}\) with respect to the moment matrix \(H\). By block orthogonality we mean that a polynomial in a block is orthogonal to all the polynomials in previous blocks, but it may not be orthogonal to all the polynomials in the same block (See e.g. [15]). The matrix \(H\) is not necessarily positive definite or strongly regular (some of its leading submatrices may be singular). In fact, the sizes of the blocks in the decomposition correspond to the number of consecutive leading submatrices that are singular. In terms of Padé approximation, this corresponds to a part of the diagonal path passing through a singular block of the Padé table.

The orthogonal polynomials satisfy the recurrence relation \(a_{0k}(z) = a_{0,k-2}(z)x_{k-1}c_k + a_{0,k-1}(z)a_k(z)\) which follows immediately from the EEA. As before, the \(x_{k-1}\) and \(c_k\) are units and \(a_k(z) = -q_k(z)c_k\) is the “quotient” of \(s_{k-1}(z)\) and \(r_{k-1}(z)\). It represents a generalization of the 3-term recurrence relation for classical orthogonal polynomials. This recurrence relation can again be written as the matrix relation \(ZA = AT\), with \(T\) a block tridiagonal which is also a sparse upper Hessenberg matrix. It generalizes the Jacobi matrix from the theory of orthogonal polynomials. An equivalent formulation of the previous relation is \(A^T H(z) f A = DT = J\) with \(J\) a symmetric block tridiagonal. For a discussion of these matters see for example [22, 31, 33, 16].

4 ITERATIVE SOLUTION OF LINEAR SYSTEMS OF EQUATIONS

During the last five years an enormous effort has been done to develop and apply the previous theory in the context of the iterative solution of linear systems with so called Krylov subspace methods. The Lanczos algorithm has long been believed to be only numerically acceptable for Hermitian positive definite systems because of the numerical difficulties one may expect when the algorithm is applied in a non-generic situation when some numbers become zero or nearly zero. However, as in previous situations, the EEA may also here bring a solution to overcome such a breakdown whenever possible (curable breakdown).

Suppose we want to solve the system \(Mx = b\). The size of the matrix \(M\) is \(m\). The residual is \(r = b - Mx\). For some starting vector \(x_0\), successive approximants \(x_k\) are...
obtained by a conjugate direction method minimizing the residual norm. It turns out
that the residuals \( r_k = b - Mx_k \) are elements from the Krylov subspaces \( K_k(r_0, M) = \text{span}\{r_0, Mr_0, \ldots, M^k r_0\} \). More precisely, there exists a polynomial \( \varphi_k(z) \) of degree \( k \) and
\( \varphi_k(0) = 1 \) such that \( r_k = \varphi_k(M)r_0 \). Let us first suppose that \( M \) is symmetric. Then
minimizing \( \|r_k\|^2 = r_k^T r_k \) is equivalent to minimizing \( \|\varphi_k\|^2_H \) where the latter norm is
taken with respect to the Hankel moment matrix \( H \parallel \minimizing \phi \)
span \( \phi \)
the Lanczos algorithm whenever we can construct the orthogonal polynomials \( \varphi_k \).

The problem of breakdown occurs when the Hankel matrix \( H = H(f) \) is not strongly
regular, which can happen when \( M \) is not positive definite. But we are then in a situation
where we have to construct formal orthogonal polynomials with respect to an indefinite
Hankel moment matrix, and this problem has been treated in the previous section.

The previous formulas can be translated into the present terminology as follows. First
we consider for \( n < m \) the matrix \( Y_n = [y_0 | y_1 | \ldots | y_n] \) where \( y_0 = r_0 \) and \( y_k = My_{k-1} \)
for \( n \geq k \geq 1 \). Then, by definition, the leading submatrix of size \( n + 1 \) of \( H \) is given
by \( H_n = Y_n^T Y_n \). The Krylov space is the column space of \( Y_n \) and the problem is to
construct an orthogonal basis for this space. We have to find an upper triangular matrix
\( A_n \) such that the columns of \( \hat{Y}_n = Y_n A_n \) are orthogonal vectors, or in the presence of
singular blocks, they should be block orthogonal vectors. The matrix \( A_n \) is a submatrix
of the matrix \( A \) we had in the previous section and which can be constructed recursively
from the data \( f \) or equivalently from the matrix \( Y_n \) by the EEA. The orthogonality
means that \( \hat{Y}_n^T \hat{Y}_n = A_n^T H_n A_n = D_n \) with \( D_n \) block diagonal. Moreover we have that
\( \hat{Y}_n^T M \hat{Y}_n = A_n^T H_n(z f) A_n = D_n T_n = J_n \) is a block tridiagonal matrix. Note that in the
block case, the index \( n \) refers to the number of blocks, rather than the number of columns.

At first sight, the case of a non symmetric matrix \( M \), can not be treated by the
EA because the matrix with entries \( r_0 (M^T)^j M^k r_0 \) is not Hankel anymore. One possibility
is to construct orthogonal polynomials for a general moment matrix, but this is
computationally less efficient because the Jacobi matrix will then not be tridiagonal or
block tridiagonal, but it will be a full upper Hessenberg matrix. Algorithms of this type
belong to the class of Arnoldi-like algorithms. However, it is still possible, with sub-
stantially less computational effort to generate a Hankel matrix as before. Indeed, we
consider two Krylov subspaces: the one generated by the vectors \( y_i \) and another one
\( K_n(r_0, M^T) \), which is spanned by the columns of \( Z_n = [z_0 | z_1 | \ldots | z_n] \) with \( z_0 = r_0 \) and
\( z_k = M^T z_{k-1} \). Clearly, the matrix \( H_n = H_n(f) = Z_n^T \hat{Y}_n \) is again Hankel with symbol
\( f(z) = z_0^T (z I - M)^{-1} y_0 \). Applying the EA as before to get the upper triangular factor
\( A_n \), leads to the fact that \( \hat{Z}_n = Z_n A_n \) and \( \hat{Y}_n = Y_n A_n \) satisfy a block biorthogonality
condition \( \hat{Z}_n^T \hat{Y}_n = A_n^T H_n A_n = D_n \). For a survey of recent developments see [26, 33, 16].

5 EIGENVALUE PROBLEM AND LINEAR SYSTEMS

Let us consider a linear system which can be described by the state space equations
\[
x_{k+1} = Ax_k + Bu_k, \quad A \in \mathbb{F}^{n \times n}, \quad B \in \mathbb{F}^{n \times 1}
\]
\[
y_{k+1} = C^T x_{k+1}, \quad C \in \mathbb{F}^{1 \times n}
\]
The vector \( x_k \) is the state, \( u_k \) is the input and \( y_k \) is the output. The triple \((A, B, C)\)
called a state space realization of the system. When the number \( n \) (dimension of the state
space) is the smallest possible one to describe the input-output behaviour of the system, the realization is called minimal.

After taking $z$-transforms (e.g., $u(z) = \sum u_k z^{-k}$), we obtain $y(z) = f(z)u(z)$ with transfer function $f(z) = C^T(zI - A)^{-1}B$. The coefficients in its expansion at $\infty$, i.e., $f_k = C^T A^k B$ are called Markov parameters, and the sequence $(f_k)$ is called the impulse response. Thus the MPR problem is to match a certain number of Markov parameters by constructing a rational transfer function of the smallest possible degree. It is a Padé approximation problem at infinity for the transfer function of the system.

The matrix $\mathcal{O} = [C \ A^T C (A^T)^2 C \ldots]^T$ is called the observability matrix and $\mathcal{R} = [B \ AB \ A^2 B \ldots]$ is called the reachability matrix. The system is called reachable when $\mathcal{R}$ has full rank, i.e., $n = \text{rank } \mathcal{R}$ and it is called observable when $\mathcal{O}$ has full rank, i.e., when $n = \text{rank } \mathcal{O}$. When $n = \text{rank } \mathcal{R} = \text{rank } \mathcal{O} = \text{rank } \mathcal{OR}$, then the realization is minimal. Note that $H = \mathcal{O} \mathcal{R}$ is the same as the Hankel matrix $H(f)$, hence $\text{rank } H(f) = \deg f$, if $f$ is reduced.

To see that the Lanczos algorithm can also help in reducing the eigenvalue problem for the matrix $M$ to a simpler one, suppose that $n$ refers to the block index such that $D_n$ is regular. Then note that from (notation of previous section) $\hat{Z}^T_n \hat{Y}_n = D_n$ and hence $\hat{Z}^T_n = D_n \hat{Y}_n^{-1}$, it follows from $\hat{Z}^T_n M \hat{Y}_n = D_n T_n$ that $\hat{Y}_n^{-1} M \hat{Y}_n = T_n$. This means that $M$ is similar to $T_n$ and thus it has the same eigenvalues. Since $T_n$ is much simpler, being a sparse block tridiagonal, its eigenvalues are easily obtained. Since the finite dimensional analog of $ZA = AT$ reads $F(a_{0,n+1}) A_n = A_n T_n$, where $F(a_{0,n+1})$ represents the Frobenius matrix for the polynomial $a_{0,n+1}(z)$, also $T_n = A_n^{-1} F(a_{0,n+1}) A_n$ and thus it follows that the eigenvalues of $M$ are eigenvalues of $T_n$ and therefore zeros of $a_{0,n+1}(z)$.

All this is true when there is some $a_{0,n+1}$ which is equal to $m$, the size of the matrix $M$. This need not be true in general. First note that the input for the EA is essentially $f(z) = z_0^T(zI - M)^{-1} y_0$. The triple $(M, y_0, z_0)$ is a state space realization for $f$. But if it is not minimal, then $M$ may contain a larger spectrum than can be obtained as poles from $f$. The EA or Lanczos algorithm will end because $a_{0,n+1} = r = \deg f < m$. It will thus be impossible to recover the whole spectrum of $M$ from $f$. The Lanczos algorithm will have a breakdown, which can not be cured by the principles of the EA. Note that nonminimality is no problem in the solution of systems, since this breakdown indicates that $f$ is approximated exactly and the residual will be zero. For the eigenvalue problem however, it turns out that there are two possibilities to be considered. Define $r_y = \text{rank } Y_\infty = \text{dim } \mathcal{K}_\infty(y_0, M)$ and $r_z = \text{rank } Z_\infty = \text{dim } \mathcal{K}_\infty(z_0, M^T)$, then either (A) or (B) will happen.

(A) $m > r = \min \{r_y, r_z\}$, then the system is reachable or observable, and we can recover the spectrum of $M$ restricted to the reachability space (that is $\mathcal{K}_\infty(z_0, M^T)$ = the column space of $Z_\infty$) or the observability space (that is $\mathcal{K}_\infty(y_0, M)$ = the column space of $Y_\infty$).
(B) $r < \min \{r_y, r_z\}$, then the starting vectors $y_0$ and/or $z_0$ were chosen inadequately so that they do not have components along a basis for the maximal Jordan block that can be associated with each eigenvalue of $M$. The algorithm is trapped in a smaller dimensional space and only the spectral information of $M$ restricted to these smaller spaces will be recovered. See [33, 44, 16].

6 CODING THEORY

Another classical application of the Euclidean algorithm can be found in the theory of error correcting codes, more precisely Goppa codes. Two examples are BCH codes and Reed-Solomon codes. A comprehensive treatment of the subject can be found in [41].
The Berlekamp and Massey algorithm (BMA) [8, 40], was first developed in this context to find linear feedback shift register realizations for the associated system. In a sense, this is equivalent to the Euclidean algorithm. It requires inner products though, hence it is a layer adjoining variant [13] of the EA and therefore less suited for parallel implementation. See also [23, 24] for generalizations of the BMA to multi-sequences.

7 MATRIX AND OTHER GENERALIZATIONS

Most of the previous notions concerning the EA can be generalized to the $q \times p$ dimensional situation. There are several possibilities for generalizing all the scalar notions and what might be understood by a EA for this situation is not uniquely defined.

Linear systems: The theory of linear systems was probably the first place where matrix generalizations of the previous theory were developed. The concept of state space is remarkably easy to adapt to systems with multiple inputs and multiple outputs. In the realization triple $(A, B, C)$ one should assume that $B \in \mathbb{F}^{n \times p}$ and $C \in \mathbb{F}^{n \times q}$ where $p$ is the dimension of the input vector $u_k$ and $q$ is the dimension of the output vector $y_k$. The transfer function becomes a matrix rational function of size $q \times p$. There are several possibilities to write a rational matrix function as the “ratio” of two polynomial matrices. For example $f(z) = s(z)^{-1}r(z)$ with $s$ and $r$ polynomial $r \in \mathbb{F}^{q \times p}[z]$ and $s \in \mathbb{F}^{q \times q}[z]$ is a left description. The Hankel matrix $H(f)$ is replaced by a block Hankel matrix with $q \times p$ blocks.

Greatest common divisor: The definition of greatest common left divisor (GCLD) for matrix polynomials can be found in [36, p.376-378]. You can also find there a theorem saying that $g$ is a GCLD of $s$ and $r$ when there exists a unimodular matrix $V$ such that $[s \ r]V = [g \ 0]$. A unimodular matrix is a polynomial matrix whose inverse is again a polynomial matrix. Thus the matrix version of the EEA will, exactly like in the scalar case, start from $G_{-1}$ and generate successively $G_k = G_{k-1}V_k$ until after a finite number of steps one has $[s_n \ r_n]$ with $r_n = 0$. The matrices $V_k$ are a composition of elementary Gaussian-type elimination matrices involving powers of $z$ off the diagonal. Their description can be found in [48] for the MPR problem and in [14] for the matrix Padé problem. On a more theoretical basis, the same ideas are found in [3]. Predecessors are [21] and [2].

Approximation of series: When the previous algorithm is used for matrix polynomials $s$ and $r$, then it will end after a finite number of steps. In general it may be applied to matrix Laurent series and then it may never stop, but at every stage, the approximants $c_{0k}a_{0k}^{-1}$ are matrix versions of the Padé approximants at $\infty$ or at 0 of the rational matrix function $f = -s^{-1}r$. Again we refer to the papers mentioned above for the details. See also [29].

Matrix continued fractions: We can also associate with the matrices $V_k$ an elementary step of a matrix continued fraction. However, in the scalar case, the left top element $y_k$ was zero. In the matrix case, this will no longer hold. This implies that the matrix generalization of the continued fraction will not only continue the division steps in the denominator, but it will also show a continuing division in the numerator. More precisely, the convergents of the continued fraction on the right in the expansion

$$-s^{-1}r = \left[ y_0 \left( c_1 + y_1 \frac{c_2 + y_2 \cdots}{a_2 + x_2 \cdots} \right) \right] \left[ a_0 \left( a_1 + x_1 \frac{c_2 + y_2 \cdots}{a_2 + x_2 \cdots} \right) \right]^{-1}; \quad \text{where} \quad \frac{a}{b} = ab^{-1}$$

are the successive approximants.
Multi-point interpolation: Until now, we only mentioned rational approximation with interpolation conditions at 0 or \( \infty \). Of course, it would not be difficult to replace the indeterminate \( z \) by \( x - \alpha \) which would result in a Laurent series in the neighborhood of \( \alpha \), or one could consider simultaneous approximation of two series: one at 0 and one at \( \infty \) or even at more points, giving multi-point rational approximations. The technicalities are of course more involved, but basically the same. Whether the reader is still prepared to call this a variant of the Euclidean algorithm is of course a matter of taste.

By now multipoint and matrix versions have been considered [51, 5, 7, 50, 49]. The block structure of some these problems has been discussed recently [32, 6].

8 DUALITY

As an example of the previous generalizations, we mention the vector valued Padé approximation problem, which has a longer history. We use this context to bring a remarkable duality to the foreground. There are two types of problems that were already considered by Hermite.

There is the problem of finding polynomials \( p_0, \ldots, p_n \) with certain bounds \( \delta_0, \ldots, \delta_n \) on their degrees such that they approximate given power series \( f_0, \ldots, f_n \) up to a certain order in the sense that \( \sum_0^n p_k(z)f_k(z) = O(z^\omega) \) \( (\omega = \sum_k \delta_k + n \text{ at least}) \). This is known as the Padé-Hermite approximation problem.

On the other hand, there is the problem of simultaneous Padé approximation where polynomials \( q_0, \ldots, q_n \) are to be found such that for given series \( f_1, \ldots, f_n \) and given integer \( \omega \), it holds that \( f_k(z)q_0(z) - f_0(z)q_k(z) = O(z^\omega) \) and \( \text{deg } q_k \leq \omega - \delta_k \).

There is an intimate relation between the two problems. Solving one problem is equivalent to solving the other. For a discussion of the general duality principle in vector Padé-Hermite problems, see [19, 38].

9 LOOK-AHEAD STRATEGIES

The latest successes that were obtained in this circle of problems is a breakthrough in improving the numerical stability of this type of algorithms. This is the problem we mentioned before of how to make the algorithms deal with near-breakdown, and not just with exact breakdown.

Taylor was probably the first to propose a look-ahead strategy in the context of the Lanczos algorithm, see [47, 45]. These papers coined the term look-ahead. See also [12, 25, 27, 28]. The same idea has been implemented for the related problems that were discussed in this survey, like for example Padé approximation [32], the solution of Hankel [43, 18] and Toeplitz systems [54, 35, 34] and in general rational (matrix) interpolation problems [52].

The EA gives a reliable algorithm because it jumps over the singular blocks in the Padé table, or in terms of Hankel matrices, it skips the singular leading submatrices. Such a singularity is detected by a pivot element being zero. Near-breakdown is detected when this pivot is small resulting in a dramatic loss of accuracy. Thus numerically, it makes more sense not to leap from a nonsingular situation to the next one, but to leap from a well conditioned situation to a well conditioned one. This then results in a stable EEA (SEEA).

Because a well-conditioned situation is a nonsingular one by definition, the transition matrix \( V_s^k \) we shall need in a SEEA to jump from one approximant to the next one, will be a product of some of the \( V_k \) matrices of the EEA. Therefore, the matrix \( V_s^k \) will not
have the same simple form as a $V_k$ with $y_k = 0$, $x_k$ and $c_k$ units and only $a_k$ polynomial. In general $V_k$ will have polynomial entries in all 4 places, but it will still be unimodular.

The same idea of grouping together several steps of the simple EEA was already used in the superfast versions of the EEA. Suppose we need $N$ steps of a classical EEA to reach a solution, then the divide and conquer strategy grouped the product $V_1 \ldots V_N$ as $V_{1n}V_{n+1,N}$ where $n = \lfloor N/2 \rfloor$. In terms of Padé approximation, this means that to have an approximant of degree $\alpha_{0,N+1}$ of $f = -s^{-1}r$, we may compute a degree $\alpha_{0,n+1}$ approximant for $f$ and a degree $\alpha_{0,N+1} - \alpha_{0,n+1}$ approximant for the tail of the continued fraction. These two can then be combined to give the desired approximant. By applying this strategy recursively, the superfast algorithms emerge.

In the previous discussion, a leap from a well conditioned point to a well conditioned point was always supposed to be on a path that is normally followed by the EEA, thus on a diagonal path. By introducing shift parameters [50, 49] this extends to any parallel diagonal. By changing the number of interpolation conditions as well as the degree conditions, one can walk in principle from any nonsingular (well conditioned) point to any other nonsingular (well conditioned) point in the interpolation table. The idea is that the solution to an interpolation problem can be written as a system of homogeneous linear equations. The space of all the solutions for this problem is a submodule which is generated as polynomial multiples of some basis of polynomial vectors.

10 CONCLUDING REMARKS

In these applications, the farther we are away from the simple scalar case, the more difficult it will be to recognize the Euclidean algorithm. If one is prepared to push this a little further, one could design Lanczos type algorithms for Toeplitz matrices or even general matrices [17] or algorithms for quasi-Hankel or Toeplitz matrices or structured matrices in general (e.g., [46, 38]).

Another important challenge for future research is to see how time-variant system theory can be applied to the circle of ideas we have proposed here. In time-variant systems, the matrices $A, B$ and $C$ also depend on $k$. See [30, 53, 20].
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