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Abstract

The original rough set approach proved to be very useful in dealing with inconsistency problems following from information granulation. It operates on a data table composed of a set \( U \) of objects (actions) described by a set \( Q \) of attributes. Its basic notions are: indiscernibility relation on \( U \), lower and upper approximation of either a subset or a partition of \( U \), dependence and reduction of attributes from \( Q \), and decision rules derived from lower approximations and boundaries of subsets identified with decision classes. The original rough set idea is failing, however, when preference-orders of attribute domains (criteria) are to be taken into account. Precisely, it cannot handle inconsistencies following from violation of the dominance principle. This inconsistency is characteristic for preferential information used in multicriteria decision analysis (MCDA) problems, like sorting, choice or ranking. In order to deal with this kind of inconsistency a number of methodological changes to the original rough sets theory is necessary. The main change is the substitution of the indiscernibility relation by a dominance relation, which permits approximation of ordered sets in multicriteria sorting. To approximate preference relations in multicriteria choice and ranking problems, another change is necessary: substitution of the data table by a pairwise comparison table, where each row corresponds to a pair of objects described by binary relations on particular criteria. In all those MCDA problems, the new rough set approach ends with a set of decision rules playing the role of a comprehensive preference model. It is more general than the classical functional or relational model and it is more understandable for the users because of its natural syntax. In order to workout a recommendation in one of the MCDA problems, we propose exploitation procedures of the set of decision rules. Finally, some other recently obtained results are given: rough approximations by means of similarity relations, rough set handling of missing data, comparison of the rough set model with Sugeno and Choquet integrals, and results on equivalence of a decision rule preference model and a conjoint measurement model which is neither additive nor transitive.
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1. Introduction

The rough sets theory introduced by Pawlak (1982, 1991) has often proved to be an excellent mathematical tool for the analysis of a vague description of objects (called actions in decision problems). The adjective vague, referring to the quality of information, means inconsistency or ambiguity which follows from information granulation. The rough sets philosophy is based on the assumption that with every object of the universe there is associated a certain amount of information (data, knowledge), expressed by means of some attributes used for object description. Objects having the same description are indiscernible (similar) with respect to the available information. The indiscernibility relation thus generated constitutes a mathematical basis of the rough sets theory; it induces a partition of the universe into blocks of indiscernible objects, called elementary sets, that can be used to build knowledge about a real or abstract world. The use of the indiscernibility relation results in information granulation.

Any subset \( X \) of the universe may be expressed in terms of these blocks either precisely (as a union of elementary sets) or approximately only. In the latter case, the subset \( X \) may be characterized by two ordinary sets, called lower and upper approximations. A rough set is defined by means of these two approximations, which coincide in the case of an ordinary set. The lower approximation of \( X \) is composed of all the elementary sets included in \( X \) (whose elements, therefore, certainly belong to \( X \)), while the upper approximation of \( X \) consists of all the elementary sets which have a non-empty intersection with \( X \) (whose elements, therefore, may belong to \( X \)). Obviously, the difference between the upper and lower approximation constitutes the boundary region of the rough set, whose elements cannot be characterized with certainty as belonging or not to \( X \), using the available information. The information about objects from the boundary region is, therefore, inconsistent or ambiguous. The cardinality of the boundary region states, moreover, to what extent it is possible to express \( X \) in exact terms, on the basis of the available information. For this reason, this cardinality may be used as a measure of vagueness of the information about \( X \).

The rough sets theory, dealing with representation and processing of vague information, presents a series of intersections and complements with respect to many other theories and mathematical techniques handling imperfect information, like probability theory, evidence theory of Dempster–Shafer, fuzzy sets theory, discriminant analysis and mereology (see Dubois and Prade, 1990, 1992; Krusinska et al., 1992; Pawlak, 1985a,b; Polkowski and Skowron, 1994; Skowron and Grzymala-Busse, 1994; Slowinski, 1995).

Some important characteristics of the rough set approach make of this a particularly interesting tool in a number of problems and concrete applications. With respect to the input information, it is possible to deal with both quantitative and qualitative data, and inconsistencies need not to be removed prior to the analysis. With reference to the output information, it is possible to acquire a posteriori information regarding the relevance of particular attributes and their subsets to the quality of approximation considered in the problem at hand, without any additional inter-attribute preference information. Moreover, the final result in the form of “if..., then...” decision rules, using the most relevant attributes, is easy to interpret.

Several attempts have already been made to use the rough sets theory to decision support (Pawlak and Slowinski, 1994; Slowinski, 1993b). The original rough set approach is not able, however, to deal with preference-ordered attribute domains and decision classes. Solving this problem was crucial for application of the rough set approach to multicriteria decision analysis (MCDA). Why this application seems so important? The answer is connected with the nature of the input preferential information available in MCDA and of the output of the analysis. As to the input, the rough set approach requires a set of examples which is also convenient for acquisition of preferential information from decision makers (DMs). Very often in MCDA, this information has to be given in terms of preference model
parameters, like importance weights, substitution ratios and various thresholds. Giving such information
requires a great cognitive effort of the DM. It is generally acknowledged that people prefer to make
exemplary decisions than to explain them in terms of specific parameters. For this reason, the idea of
inferring preference models from exemplary decisions provided by the DM is very attractive. Further-
more, the exemplary decisions may be inconsistent because of limited discriminatory power of criteria
and because of hesitation of the DM (see, e.g., Roy, 1989). These inconsistencies cannot be considered
as a simple error or noise. They can convey important information that should be taken into account in
the construction of the DMs preference model. The rough set approach is intended to deal with in-
consistency and this is another argument for its application to MCDA. Finally, the output of the
analysis, i.e. the model of preferences in terms of decision rules seems very convenient for decision
support because it is transparent and speaks the same language as the DM.

Let us explain shortly why the original rough set approach is not able to deal with inconsistencies
coming from consideration of criteria, i.e. attributes with preference-ordered domains (scales), like product
quality, market share, debt ratio. Consider, for example, two firms, A and B, evaluated for assessment of
bankruptcy risk by a set of criteria including the “debt ratio” (total debt/total assets). If firm A has a low
value while firm B has a high value of the debt ratio, and evaluations of these firms on other attributes are
equal, then, from bankruptcy risk point of view, firm A dominates firm B. Suppose, however, that firm A
has been assigned by a DM to a class of higher risk than firm B. This is obviously inconsistent with the
dominance principle. Within the original rough set approach, the two firms will be considered as just
discernible and no inconsistency will be stated.

For this reason, Greco et al. (1995, 1997a, 1998, 1999c,l) have proposed an extension of the rough sets
theory that is able to deal with inconsistencies typical to exemplary decisions in MCDA problems. This
innovation is mainly based on substitution of the indiscernibility relation by a dominance relation in the
rough approximation of decision classes. An important consequence of this fact is a possibility of inferring
from exemplary decisions the preference model in terms of decision rules being logical statements of the
form “if..., then...” The separation of certain and doubtful knowledge about the DM’s preferences is done
by distinction of different kinds of decision rules, depending whether they are induced from lower ap-
proximations of decision classes or from the boundaries of these classes composed of inconsistent examples
that do not observe the dominance principle. Such preference model is more general than the classical
functional models considered within Multi-Attribute Utility Theory (MAUT) or relational models con-
sidered, for example, in outranking methods.

The paper is organized as follows. In Section 2, a general view of the rough set approach is given. In
Section 3, two extensions of the classical rough set approach based on generalizations of the basic
concept of indiscernibility are presented: the first is the similarity relation being only reflexive and not
necessarily symmetric and transitive; the second is a specific indiscernibility relation handling missing
values in objects’ description – it is transitive but neither reflexive nor symmetric. In Section 4, we
introduce a distinction between classification and sorting problems. The sorting problem involves
preference-orders on domains of considered attributes (criteria) and among decision classes. To deal
with multicriteria sorting problems rough set approximation based on dominance is proposed in this
section. Furthermore, in order to handle missing values in multicriteria sorting problems a specific
dominance relation is proposed. In Section 5, choice and ranking problems are considered. They are
based on pairwise comparisons of objects, so the rough set approach concerns in this case approxi-
mation of a preference binary relation by specific dominance relations. These dominance relations can
be multigraded, when the preferences with respect to considered criteria are cardinal, or without
any degree of preference, when the preferences with respect to criteria are ordinal. Section 6 presents
some results about equivalence between preference models of conjoint measurement and preference
models expressed in terms of decision rules induced from rough approximations. Section 7 groups
conclusions.
2. A general view of rough sets

2.1. Data table and indiscernibility relation

For algorithmic reasons, the information regarding the objects is supplied in the form of a data table, whose separate rows refer to distinct objects (actions), and whose columns refer to different attributes considered. Each cell of this table indicates an evaluation (quantitative or qualitative) of the object placed in that row by means of the attribute in the corresponding column.

Formally, a data table is the 4-tuple \( S = \langle U, Q, V, f \rangle \), where \( U \) is a finite set of objects (universe), \( Q = \{q_1, q_2, \ldots, q_m\} \) is a finite set of attributes, \( V_q \) is the domain of the attribute \( q \), \( V = \bigcup_{q \in Q} V_q \) and \( f : U \times Q \rightarrow V \) is a total function such that \( f(x, q) \in V_q \) for each \( q \in Q \), \( x \in U \), called information function.

Therefore, each object \( x \) of \( U \) is described by a vector (string) \( \text{Des}_x(x) = \{f(x, q_1), f(x, q_2), \ldots, f(x, q_m)\} \), called description of \( x \) in terms of the evaluations of the attributes from \( Q \); it represents the available information about \( x \).

To every (non-empty) subset of attributes \( P \) is associated an indiscernibility relation on \( U \), denoted by \( I_P \):

\[
I_P = \{(x, y) \in U \times U : f(x, q) = f(y, q) \ \forall q \in P\}.
\]

If \((x, y) \in I_P\), it is said that the objects \( x \) and \( y \) are \( P \)-indiscernible. Clearly, the indiscernibility relation thus defined is an equivalence relation (reflexive, symmetric and transitive). The family of all the equivalence classes of the relation \( I_P \) is denoted by \( U/I_P \) and the equivalence class containing an element \( x \in U \) by \( I_P(x) \). The equivalence classes of the relation \( I_P \) are called \( P \)-elementary sets. If \( P = Q \), the \( Q \)-elementary sets are called atoms.

2.2. Approximations

Let \( S \) be a data table, \( X \) a non-empty subset of \( U \) and \( \emptyset \neq P \subseteq Q \). The \( P \)-lower approximation and the \( P \)-upper approximation of \( X \) in \( S \) are defined, respectively, by:

\[
\underline{P}(X) = \{x \in U : I_P(x) \subseteq X\},
\]

\[
\overline{P}(X) = \bigcup_{x \in X} I_P(X).
\]

The elements of \( \underline{P}(X) \) are all and only those objects \( x \in U \) which belong to the equivalence classes generated by the indiscernibility relation \( I_P \), contained in \( X \); the elements of \( \overline{P}(X) \) are all and only those objects \( x \in U \) which belong to the equivalence classes generated by the indiscernibility relation \( I_P \), containing at least one object \( x \) belonging to \( X \). In other words, \( \underline{P}(X) \) is the largest union of the \( P \)-elementary sets included in \( X \), while \( \overline{P}(X) \) is the smallest union of the \( P \)-elementary sets containing \( X \).

- The \( P \)-boundary of \( X \) in \( S \), denoted by \( \text{Bn}_P(X) \), is: \( \text{Bn}_P(X) = \overline{P}(X) - \underline{P}(X) \).
- The following relation holds: \( P(X) \subseteq X \subseteq \overline{P}(X) \).

Therefore, if an object \( x \) belongs to \( \underline{P}(X) \), it is certainly also an element of \( X \), while if \( x \) belongs to \( \overline{P}(X) \), it may belong to the set \( X \). \( \text{Bn}_P(X) \) constitutes the “doubtful region” of \( X \); nothing can be said with certainty about the belonging of its elements to the set \( X \).

The following relation, called complementarity property, is satisfied: \( P(X) = U - \overline{P}(U - X) \).

If the \( P \)-boundary of \( X \) is empty, \( \text{Bn}_P(X) = \emptyset \), then the set \( X \) is an ordinary (exact) set with respect to \( P \), that is, it may be expressed as the union of a certain number of \( P \)-elementary sets; otherwise, if \( \text{Bn}_P(X) \neq \emptyset \), the set \( X \) is an approximate (rough) set with respect to \( P \) and may be characterized by means
of the approximations \( P(X) \) and \( \overline{P}(X) \). The family of all the sets \( X \subseteq U \) having the same \( P \)-lower and \( P \)-upper approximations is called a rough set.

The following ratio defines an accuracy of the approximation of \( X, X \not= \emptyset \), by means of the attributes from \( P \):

\[
\alpha_P(X) = \frac{|P(X)|}{|\overline{P}(X)|},
\]

where \(|Y|\) indicates the cardinality of a (finite) set \( Y \). Obviously, \( 0 \leq \alpha_P(X) \leq 1 \); if \( \alpha_P(X) = 1 \), \( X \) is an ordinary (exact) set with respect to \( P \); if \( \alpha_P(X) < 1 \), \( X \) is a rough (vague) set with respect to \( P \).

Another ratio defines a quality of the approximation of \( X \) by means of the attributes from \( P \):

\[
\gamma_P(X) = \frac{|P(X)|}{|X|}.
\]

The quality \( \gamma_P(X) \) represents the relative frequency of the objects correctly classified by means of the attributes from \( P \). Moreover, \( 0 \leq \alpha_P(X) \leq \gamma_P(X) \leq 1 \), and \( \gamma_P(X) = 0 \) iff \( \alpha_P(X) = 0 \), while \( \gamma_P(X) = 1 \) iff \( \alpha_P(X) = 1 \).

The definition of approximations of a subset \( X \subseteq U \) can be extended to a classification, i.e. a partition \( Y = \{Y_1, \ldots, Y_n\} \) of \( U \). Subsets \( Y_i, i = 1, \ldots, n \), are disjunctive classes of \( Y \). By \( P \)-lower (\( P \)-upper) approximation of \( Y \) in \( S \) we mean sets \( \overline{PY} = \{\overline{PY}_1, \ldots, \overline{PY}_n\} \) and \( P(Y) = \{PY_1, \ldots, PY_n\} \), respectively. The coefficient

\[
\gamma_P(Y) = \frac{\sum_{i=1}^{n} |PY_i|}{|U|}
\]

is called quality of the approximation of classification \( Y \) by set of attributes \( P \), or in short, quality of classification. It expresses the ratio of all \( P \)-correctly classified objects to all objects in the system.

The main preoccupation of the rough sets theory is approximation of subsets or partitions of \( U \), representing a knowledge about \( U \), with other sets or partitions built up using available information about \( U \). From the viewpoint of a particular object \( x \in U \), it may be interesting, however, to use the available information to assess the degree of its membership to a subset \( X \) of \( U \). The subset \( X \) can be identified with a concept of knowledge to be approximated. Using the rough set approach one can calculate the membership function \( \mu^P_X(x) \) (rough membership function) as

\[
\mu^P_X(x) = \frac{|X \cap I_P(x)|}{|I_P(x)|}.
\]

The value of \( \mu^P_X(x) \) may be interpreted analogously to conditional probability and may be understood as the degree of certainty (credibility) to which \( x \) belongs to \( X \). Observe that the value of the membership function is calculated from the available data, and not subjectively assumed, as it is the case of membership functions of fuzzy sets.

Between the rough membership function and the approximations of \( X \) the following relationships hold:

\[
P(X) = \{x \in U : \mu^P_X(x) = 1\}, \quad \overline{P}(X) = \{x \in U : \mu^P_X(x) > 0\},
\]

\[
BnP(X) = \{x \in U : 0 < \mu^P_X(x) < 1\}, \quad P(U - X) = \{x \in U : \mu^P_X(x) = 0\}.
\]

In the rough sets theory there is, therefore, a close link between vagueness (granularity) connected with rough approximation of sets and uncertainty connected with rough membership of objects to sets.
2.3. Dependence and reduction of attributes

A very important concept for concrete applications is that of dependence of attributes. Intuitively, a set of attributes \( T \subseteq Q \) totally depends on a set of attributes \( P \subseteq Q \) (notation \( P \rightarrow T \)) if all the values of the attributes from \( T \) are uniquely determined by the values of the attributes from \( P \), that is, if a functional dependence exists between evaluations by the attributes from \( P \) and by the attributes from \( T \). In other words, the partition generated by the attributes from \( P \) is at least as “fine” as that generated by the attributes from \( T \), so that it is sufficient to use the attributes from \( P \) to build the partition \( U/I_T \). Formally, \( T \) totally depends on \( P \) iff \( I_P \subseteq I_T \).

Therefore, \( T \) is totally (partially) dependent on \( P \) if all (some) elements of the universe \( U \) may be univocally assigned to classes of the partition \( U/I_T \), using only the attributes from \( P \).

Another issue of great practical importance is that of “superfluous” data in a data table. Superfluous data can be eliminated, in fact, without deteriorating the information contained in the original table.

Let \( P \subseteq Q \) and \( p \in P \). It is said that attribute \( p \) is superfluous in \( P \) if \( I_P = I_{P-\{p\}} \); otherwise, \( p \) is indispensable in \( P \).

The set \( P \) is independent (orthogonal) if all its attributes are indispensable. The subset \( P' \) of \( P \) is a reduct of \( P \) (denotation \( \text{Red}(P) \)) if \( P' \) is independent and \( I_P = I_{P'} \).

A reduct of \( P \) may also be defined with respect to an approximation of a partition \( Y \) of \( U \). It is then called \( Y \)-reduct of \( P \) (denotation \( \text{Red}_Y(P) \)) and specifies a minimal subset \( P' \) of \( P \) which keeps the quality of classification unchanged, i.e. \( \gamma_P(Y) = \gamma_{P'}(Y) \). In other words, the attributes that do not belong to \( Y \)-reduct of \( P \) are superfluous with respect to the classification \( Y \) of objects from \( U \).

More than one \( Y \)-reduct (or reduct) of \( P \) may exist in a data table. The set containing all the indispensable attributes of \( P \) is known as the \( Y \)-core. Formally

\[
\text{Core}_Y(P) = \bigcap \text{Red}_Y(P).
\]

Obviously, since the \( Y \)-core is the intersection of all the \( Y \)-reducts of \( P \), it is included in every \( Y \)-reduct of \( P \). It is the most important subset of attributes of \( Q \), because none of its elements can be removed without deteriorating the quality of classification.

The calculation of all the reducts is fairly complex (see Bazan et al., 1994; Kryszkiewicz and Rybinski, 1996; Skowron and Rauszer, 1992; Susmaga, 1998). Nevertheless, in many practical applications it is not necessary to calculate all the reducts, but only some of them. For example, in Slowinski et al. (1988), the following heuristic procedure has been used to obtain the “most satisfactory” reduct. Starting from single attributes, the one with the greatest quality of classification is chosen; then to the chosen attribute, another attribute is appended that gives the greatest increase to the quality of classification for the pair of attributes; then yet another attribute is appended to the pair giving the greatest increase to the quality of classification for the triple, and so on, until the maximal quality is reached by a subset of attributes. At the end of this procedure, it should be verified if the obtained subset is minimal, i.e. if elimination of any attribute from this subset keeps the quality unchanged. Then, for further analysis, it is often sufficient to take into consideration a reduced data table, where the set \( Q \) of attributes is confined to the “most satisfactory” reduct.

2.4. Decision table and decision rules

If in a data table the attributes of set \( Q \) are divided into condition attributes (set \( C \neq \emptyset \)) and decision attributes (set \( D \neq \emptyset \)), \( C \cup D = Q \) and \( C \cap D = \emptyset \), such a table is called a decision table. The decision attributes induce a partition of \( U \) deduced from the indiscernibility relation \( I_D \) in a way that is independent of the condition attributes. \( D \)-elementary sets are called decision classes. There is a tendency to reduce the
set $C$ while keeping all important relationships between $C$ and $D$, in order to make decisions on the basis of a smaller amount of information. When the set of condition attributes is replaced by one of its reducts, the quality of approximation of the classification induced by the decision attributes is not deteriorating.

Since the tendency is to underline the functional dependencies between condition and decision attributes, a decision table may also be seen as a set of decision rules. These are logical statements (implications) of the type “if... then...”, where the antecedent (condition part) specifies values assumed by one or more condition attributes (description of $C$-elementary sets) and the consequence (decision part) specifies an assignment to one or more decision classes (description of $D$-elementary sets). Therefore, the syntax of a rule is the following:

$$\text{if } f(x, q_1) \text{ is equal to } r_{q_1} \text{ and } f(x, q_2) \text{ is equal to } r_{q_2} \text{ and } \ldots f(x, q_p) \text{ is equal to } r_{q_p}, \text{ then } x \text{ belongs to } Y_{j_1} \text{ or } Y_{j_2} \text{ or } \ldots \text{ or } Y_{j_k},$$

where $\{q_1, q_2, \ldots, q_p\} \subseteq C$, $(r_{q_1}, r_{q_2}, \ldots, r_{q_p}) \in V_{q_1} \times V_{q_2} \times \ldots \times V_{q_p}$ and $Y_{j_1}, Y_{j_2}, \ldots, Y_{j_k}$ are some decision classes of the considered classification ($D$-elementary sets). If the consequence is univocal, i.e. $k = 1$, then the rule is exact, otherwise it is approximate or ambiguous.

An object $x \in U$ supports decision rule $r$ if its description is matching both the condition part and the decision part of the rule. We also say that decision rule $r$ covers object $x$ if it matches at least the condition part of the rule. Each decision rule is characterized by its strength, defined as the number of objects supporting the rule. In the case of approximate rules, the strength is calculated for each possible decision class separately.

Let us observe that exact rules are supported only by objects from the lower approximation of the corresponding decision class. Approximate rules are supported, in turn, only by objects from the boundaries of the corresponding decision classes.

Procedures for generation of decision rules from a decision table use an inductive learning principle. The objects are considered as examples of decisions. In order to induce decision rules with a unique consequent assignment to a $D$-elementary set, the examples belonging to the $D$-elementary set are called positive and all the others negative. A decision rule is discriminant if it is consistent, i.e. distinguishes positive examples from negative ones, and minimal, i.e. removing any attribute from a condition part gives a rule covering also negative objects. It may be also interesting to look for partly discriminant rules. These are rules that, besides positive examples, could cover a limited number of negative ones. They are characterized by a coefficient, called level of confidence, telling to what extent the rule is consistent, i.e. what is the ratio of the number of positive examples (supporting the rule) to the number of all examples covered by the rule.

Generation of decision rules from decision tables is a complex task and a number of procedures have been proposed to solve it (see, for example, Grzymala-Busse, 1992, 1997; Mienko et al., 1996a,b; Skowron, 1993; Skowron and Polkowski, 1997; Slowinski and Stefanowski, 1992; Stefanowski, 1998; Ziarko and Shan, 1994; Slowinski et al., 2000). The existing induction algorithms use one of the following strategies:
(a) generation of a minimal set of rules covering all objects from a decision table;
(b) generation of an exhaustive set of rules consisting of all possible rules for a decision table;
(c) generation of a set of ‘strong’ decision rules, even partly discriminant, covering relatively many objects each but not necessarily all objects from the decision table.

2.5. Fuzzy measures and rough sets

From a formal point of view, the quality of classification satisfies the properties of set functions called fuzzy measures. As observed by Grabisch (1997), fuzzy measures constitute a useful tool for modeling the importance of coalitions. In Greco et al. (1998a), fuzzy measures have been used to assess a relative value of
information supplied by each attribute and to analyze the interactions among attributes, basing on the quality of classification calculated from the rough set approach. Let us explain this point in more detail.

Let $N = \{1, 2, \ldots, n\}$ be a finite set, whose elements could be players in a game, criteria in a multicriteria decision problem, attributes in a data table, etc., and let $P(N)$ denote the power set of $N$, i.e. the set of all subsets of $N$. A fuzzy measure on $N$ is a set function $\mu : P(N) \rightarrow [0, 1]$ satisfying the following axioms:
1. $\mu(\emptyset) = 0$, $\mu(N) = 1$,
2. $A \subseteq B$ implies $\mu(A) \leq \mu(B)$ for all $A, B \in P(N)$.

In the following, the first axiom is relaxed by considering the condition $\mu(N) \leq 1$ instead of $\mu(N) = 1$.

Within game theory, the function $\mu(A)$ is called characteristic function and represents the payoff obtained by the coalition $A \subseteq N$ in a cooperative game (Shapley, 1953; Banzhaf, 1965); in a multicriteria decision problem, $\mu(A)$ can be interpreted as the conjoint importance of the criteria from $A \subseteq N$ (Grabisch, 1994, 1996).

Some indices have been introduced in game theory as specific solutions of cooperative games. The most important are the Shapley value and the Banzhaf value. The Shapley value (Shapley, 1953) for every $i \in N$ is defined by

$$\phi_S(i) = \sum_{K \subseteq N \setminus \{i\}} \frac{(n - |K| - 1)!|K|!}{n!} [\mu(K \cup \{i\}) - \mu(K)].$$

The Banzhaf value (Banzhaf, 1965) for every $i \in N$ is defined by

$$\phi_B(i) = \frac{1}{2^{n-1}} \sum_{K \subseteq N \setminus \{i\}} [\mu(K \cup \{i\}) - \mu(K)].$$

The Shapley value and the Banzhaf value can be interpreted as specific kinds of weighted average contribution of element $i$ alone to all coalitions. Let us remind that in the case of $\phi_S(i)$ the value of $\mu(N)$ is shared among the elements of $N$, i.e. $\sum_{i=1}^n \phi_S(i) = 1$, while an analogous property does not hold for $\phi_B(i)$.

The Shapley and Banzhaf values have also been proposed to represent the average importance of particular criteria within multicriteria decision analysis, when for the conjoint importance of criteria fuzzy measures are used (Murofushi, 1992). In addition to the indices concerning particular criteria, other indices have been proposed to measure the interaction between pairs of criteria. Interaction indices have been suggested by Murofushi and Soneda (1993) and Roubens (1996) with respect to Shapley value and Banzhaf value, respectively.

The Murofushi–Soneda interaction index for elements $i, j \in N$ is defined by

$$I_{MS}(i, j) = \sum_{K \subseteq N \setminus \{i, j\}} \frac{(n - |K| - 2)!|K|!}{(n - 1)!} [\mu(K \cup \{i, j\}) - \mu(K \cup \{i\}) - \mu(K \cup \{j\}) + \mu(K)].$$

The Roubens interaction index for elements $i, j \in X$ is defined by

$$I_R(i, j) = \frac{1}{2^{n-2}} \sum_{K \subseteq N \setminus \{i, j\}} [\mu(K \cup \{i, j\}) - \mu(K \cup \{i\}) - \mu(K \cup \{j\}) + \mu(K)].$$

The interaction indices $I_{MS}(i, j)$ and $I_R(i, j)$ can be interpreted as specific kinds of average added values resulting from putting $i$ and $j$ together in each possible coalition. The following cases can happen:

- $I_{MS}(i, j) > 0$ ($I_R(i, j) > 0$): $i$ and $j$ are complementary,
- $I_{MS}(i, j) < 0$ ($I_R(i, j) < 0$): $i$ and $j$ are substitutive,
- $I_{MS}(i, j) = 0$ ($I_R(i, j) = 0$): $i$ and $j$ are independent.
The definition of interaction indices can be extended from non-ordered pairs $i, j \in N$ to any subset $A \subseteq N, A \neq \emptyset$. Extensions of interaction indices in this sense have been proposed by Grabisch (1996) and Roubens (1996), with respect to Shapley index and Banzhaf index, respectively.

The Shapley interaction index of elements from $A \subseteq N$ is defined by

$$I_S(A) = \sum_{K \subseteq N - A} \frac{(n - |K| - |A|)!!|K|!}{(n - |A| + 1)!} \sum_{L \subseteq A} (-1)^{|A| - |L|} \mu(L \cup K).$$

The Banzhaf interaction index of elements from $A \subseteq N$ is defined by

$$I_B(A) = \frac{1}{2^{n-|A|}} \sum_{K \subseteq N - A} \sum_{L \subseteq A} (-1)^{|A| - |L|} \mu(K \cup L).$$

In addition to the interaction indices, another concept useful for the interpretation of the fuzzy measures is the Möbius representation of $\mu$, i.e. the set function $m : P(N) \rightarrow R$ defined by

$$m(A) = \sum_{B \subseteq A} (-1)^{|A| - |B|} \mu(B)$$

for any $A \subseteq N$. Within Dempster–Shafer theory of evidence (Shafer, 1976), $m(A)$ is interpreted as basic probability assignment.

The relations between fuzzy measures $\mu$, interaction indices $I_S$ and $I_B$ and Möbius representation $m$ have been extensively studied in Grabisch (1997), Dennemberg and Grabisch (1996), Roubens (1996) and Grabisch and Roubens (1997).

Interaction indices $I_S$ and $I_B$ and Möbius representation $m$ can be used within rough set analysis to study the relative value of the information supplied by different attributes (Greco et al., 1998a). Considering the quality of classification as a fuzzy measure, we conclude that:

1. the Shapley value $\phi_S(i)$ and the Banzhaf value $\phi_B(i)$ can be interpreted as measures of the contribution of attribute $i = 1, \ldots, n$ to the quality of approximation of the considered classification,
2. the Murofushi–Soneda interaction index $I_{MS}(i, j)$ and Roubens interaction index $I_R(i, j)$ can be interpreted as the average conjoint contribution of the non-ordered pair of attributes $i, j = 1, \ldots, n$, $i \neq j$, to the quality of classification when adjoined to all sets $K \subseteq C$ such that $K \cap \{i, j\} = \emptyset$,
3. the Shapley interaction index $I_S(A)$ and the Banzhaf interaction index $I_B(A)$ can be interpreted as the average conjoint contribution of the subset of attributes $A \subseteq C$ to the quality of classification when adjoined to all sets $B \subseteq C$ such that $B \cap A = \emptyset$,
4. the Möbius representation $m(A)$ of $\mu$ can be interpreted as the conjoint contribution of the subset of attributes $A \subseteq C$ to the quality of classification.

All of these indices are useful to study the informational dependence among the considered attributes and to choose the best reduct.

2.6. An example

Let us consider an example inspired by the example of evaluation in a high school proposed by Grabisch (1994). The director of the school wants to assign students to two classes: bad and good. To fix classification rules the director is asked to give some examples. The examples concern six students described by means of four attributes (see Table 1):

- $A_1$, level in Mathematics,
- $A_2$, level in Physics,
Table 1
Data table with examples of classification

<table>
<thead>
<tr>
<th>Student</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
<th>$A_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>good</td>
<td>good</td>
<td>bad</td>
<td>good</td>
</tr>
<tr>
<td>2</td>
<td>medium</td>
<td>bad</td>
<td>bad</td>
<td>bad</td>
</tr>
<tr>
<td>3</td>
<td>medium</td>
<td>bad</td>
<td>bad</td>
<td>good</td>
</tr>
<tr>
<td>4</td>
<td>bad</td>
<td>bad</td>
<td>bad</td>
<td>bad</td>
</tr>
<tr>
<td>5</td>
<td>medium</td>
<td>good</td>
<td>good</td>
<td>bad</td>
</tr>
<tr>
<td>6</td>
<td>good</td>
<td>bad</td>
<td>good</td>
<td>good</td>
</tr>
</tbody>
</table>

- $A_3$, level in Literature,
- $A_4$, global evaluation (decision class).

The components of the data table $S$ are:

\[
U = \{1, 2, 3, 4, 5, 6\},
\]
\[
Q = \{A_1, A_2, A_3, A_4\},
\]
\[
V_1 = \{\text{bad, medium, good}\},
\]
\[
V_2 = \{\text{good, bad}\},
\]
\[
V_3 = \{\text{good, bad}\},
\]
\[
V_4 = \{\text{good, bad}\}.
\]

The information function $f(x, q)$, taking values $f(1, A_1) = \text{good}$, $f(1, A_2) = \text{good}$, and so on.

Observe that each student has a different description in terms of the attributes $A_1$, $A_2$, $A_3$ and $A_4$, so they can be distinguished (discerned) by means of the information supplied by the four attributes. Formally, the indiscernibility relation based on all four attributes is $I_Q = \{(1, 1), (2, 2), (3, 3), (4, 4), (5, 5), (6, 6)\}$ and, therefore, there is no two distinct students $x$ and $y$ such that $(x, y) \in I_Q$. However, students 2 and 3 are indiscernible with respect to the attributes from $P = \{A_1, A_2, A_3\}$, since they have the same values on the three attributes. Formally, the indiscernibility relation based on $P$ is $I_P = \{(1, 1), (2, 2), (2, 3), (3, 2), (3, 3), (4, 4), (5, 5), (6, 6)\}$. Similarly, students 2,3,4 are indiscernible with respect to the attributes from $P' = \{A_2, A_3\}$, and so on, considering all the possible subsets of attributes from $Q$.

Each $P \subseteq Q$ determines a partition $U/I_P$ that groups in the corresponding equivalence classes the objects having the same description in terms of the attributes from $P$, e.g., for $P' = \{A_2, A_3\}$, $U/I_{P'} = \{\{1\}, \{2, 3, 4\}, \{5\}, \{6\}\}$, and thus, $\{1\}, \{2, 3, 4\}, \{5\}, \{6\}$ are the $P'$-elementary sets.

Suppose that, using the set of attributes $P = \{A_1, A_2, A_3\}$, we wish to approximate the set $X$ of students having a global evaluation “good”, i.e. $X = \{1, 3, 6\}$. Since $U/I_P = \{\{1\}, \{2, 3\}, \{4\}, \{5\}, \{6\}\}$, the result is

$P(X) = \{1, 6\}$, \hspace{1cm} $\overline{P}(X) = \{1, 2, 3, 6\}$, \hspace{1cm} $Bn_P(X) = \{2, 3\}$.

The answer to the question whether it is possible to describe $X$ by means of the information supplied by the attributes from $P$ is not univocal. Observe that the $P$-boundary $Bn_P(X)$ is not empty: students 2 and 3, belonging to the $P$-boundary have the same description in terms of attributes considered, however, student 2 is globally bad while student 3 is good. Nevertheless, the $P$-lower approximation of $X$, $P(X)$, is also not empty and consists of students 1 and 6, whose descriptions are different from those of all the students not belonging to $X$. Summing up, in intuitive terms, it may be said that, on the basis of the information supplied by the attributes from $P$:

- students 1 and 6, from the $P$-lower approximation of $X$, certainly belong to the set of “good” students,
- students 1, 2, 3 and 6, from the $P$-upper approximation of $X$, could belong to the set of “good” students,
• students 2 and 3, from the $P$-boundary of $X$, represent cases of uncertain membership to the set of “good” students.

Using the same set of attributes $P = \{A_1, A_2, A_3\}$, the approximation of the set $Y$ of students having global evaluation “bad”, i.e. $Y = \{2, 4, 5\}$, gives the following result:

$$P(Y) = \{4, 5\}, \quad \overline{P}(Y) = \{2, 3, 4, 5\}, \quad Bn_P(Y) = \{2, 3\}.$$

Let us consider now the following subsets of $Q$: $P = \{A_1, A_2, A_3\}$, $R = \{A_1, A_2\}$, $T = \{A_1, A_3\}$, $W = \{A_2, A_3\}$. It is easy to observe that $I_R = I_P$, $I_T = I_P$, while $I_W \neq I_P$. This means that $R$ and $T$ are reducts of $P$, while $W$ is not. In other words, $R$ and $T$ are minimal subsets of $P$ that induce the same partition of the elements of $U$ as the set of attributes $P$. It can also be observed that in the core of $P$, defined by $R \cap T$, there is attribute $A_1$, which is thus indispensable for the approximation of the class of “good” students (and also for the class of “bad” students), while other attributes from $R$ and $T$ may be mutually exchanged.

If in the set of attributes $Q$, condition attributes $C = \{A_1, A_2, A_3\}$ and decision attribute $D = \{A_4\}$ were distinguished, the data table could be seen as a decision table. In order to explain the evaluations of the decision attribute in terms of the evaluations of the condition attributes, one can represent the data table as a set of decision rules. Such a representation of Table 1 gives the following rules:

1. \( f(x, A_1) = \text{good and } f(x, A_2) = \text{good and } f(x, A_3) = \text{bad}, \text{ then } f(x, A_4) = \text{good} \) (or, in linguistic terms, “if the level in Mathematics is good and the level in Physics is good and the level in Literature is bad, then the students is good”),
2. \( f(x, A_1) = \text{medium and } f(x, A_2) = \text{bad and } f(x, A_3) = \text{bad}, \text{ then } f(x, A_4) = \text{bad}, \)
3. \( f(x, A_1) = \text{medium and } f(x, A_2) = \text{bad and } f(x, A_3) = \text{bad}, \text{ then } f(x, A_4) = \text{good}, \)
4. \( f(x, A_1) = \text{bad and } f(x, A_2) = \text{bad and } f(x, A_3) = \text{bad}, \text{ then } f(x, A_4) = \text{bad}, \)
5. \( f(x, A_1) = \text{medium and } f(x, A_2) = \text{good and } f(x, A_3) = \text{good}, \text{ then } f(x, A_4) = \text{bad}, \)
6. \( f(x, A_1) = \text{good and } f(x, A_2) = \text{bad and } f(x, A_3) = \text{good}, \text{ then } f(x, A_4) = \text{good}. \)

The above set of rules may then be reduced by induction, obtaining a more concise representation of the decision table (within parentheses there are the objects supporting the corresponding rule):

(1’) if \( f(x, A_1) = \text{good}, \text{ then } f(x, A_4) = \text{good}, \)
(2’) if \( f(x, A_1) = \text{bad}, \text{ then } f(x, A_4) = \text{bad}, \)
(3’) if \( f(x, A_1) = \text{medium and } f(x, A_2) = \text{good}, \text{ then } f(x, A_4) = \text{bad}, \)
(4’) if \( f(x, A_1) = \text{medium and } f(x, A_2) = \text{bad}, \text{ then } f(x, A_4) = \text{good or bad}. \)

Observe that rules (1’), (2’) and (3’) have a univocal consequence and therefore these are exact rules, while rule (4’) does not have a univocal consequence and for this reason it is an approximate rule.

Finally, the quality of approximation, interaction indices $I_S$ and $I_B$ and Möbius representation of all subsets of attributes in $C$ were calculated. Their values are presented in Table 2. The results presented in Table 2 can be interpreted as follows:

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Quality</th>
<th>Möbius</th>
<th>Shapley</th>
<th>Banzhaf</th>
</tr>
</thead>
<tbody>
<tr>
<td>${A_1}$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.44</td>
<td>0.5</td>
</tr>
<tr>
<td>${A_2}$</td>
<td>0</td>
<td>0</td>
<td>0.11</td>
<td>0.17</td>
</tr>
<tr>
<td>${A_3}$</td>
<td>0</td>
<td>0</td>
<td>0.11</td>
<td>0.17</td>
</tr>
<tr>
<td>${A_1, A_2}$</td>
<td>0.67</td>
<td>0.17</td>
<td>-0.17</td>
<td>-0.17</td>
</tr>
<tr>
<td>${A_1, A_3}$</td>
<td>0.67</td>
<td>0.17</td>
<td>-0.17</td>
<td>-0.17</td>
</tr>
<tr>
<td>${A_2, A_3}$</td>
<td>0.5</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
</tr>
<tr>
<td>${A_1, A_2, A_3}$</td>
<td>0.67</td>
<td>-0.67</td>
<td>-0.67</td>
<td>-0.67</td>
</tr>
</tbody>
</table>
1. The second column shows the quality of approximation for the considered subset of attributes.
2. The third column presents the Möbius representation and gives a measure of the conjoint contribution of the corresponding subset of attributes to the quality of classification. The negative value corresponding to \( \{A_1, A_2, A_3\} \) should be read as a measure of the information redundancy in conjoint contribution of the three attributes.
3. The fourth column shows the Shapley interaction index: more precisely, the first three values are the Shapley values and can be interpreted as measures of importance of the corresponding attributes in the rough approximation. One can notice a relatively great importance of \( A_1 \) in comparison to \( A_2 \) and \( A_3 \). Furthermore, \( A_2 \) and \( A_3 \) are complementary, while \( A_1 \) and \( A_2 \), as well as \( A_1 \) and \( A_3 \), are substitutive. Finally, there is redundancy between \( A_1 \), \( A_2 \) and \( A_3 \), as pointed out by the negative value of the corresponding interaction index.
4. The fifth column presents the Banzhaf interaction index that has an interpretation analogous to the Shapley interaction index.

3. Generalization of the indiscernibility relation

As mentioned above, the classical definitions of lower and upper approximations are based on the use of the binary indiscernibility relation which is an equivalence relation. In this case, the sets to be approximated and the relation used for this approximation are both ordinary (crisp).


Further generalizations replacing the indiscernibility relation by a weaker binary similarity relation have considerably extended the capacity of the rough set approach, since in the least demanding case the similarity relation requires reflexivity only, relaxing the assumptions of symmetry and transitivity (see Slowinski and Vanderpooten, 1997, 2000).

3.1. Similarity

The indiscernibility implies an impossibility to distinguish two objects of \( U \) having the same description in terms of the attributes from \( Q \). This relation induces equivalence classes on \( U \), which constitute the basic granules of knowledge. In reality, due to the imprecision of data describing the objects, small differences are often not considered significant for the purpose of discrimination. This situation may be formally modeled by considering similarity or tolerance relations (see, e.g., Nieminen, 1988; Lin, 1989; Marcus, 1994; Polkowski et al., 1995; Skowron and Stepaniuk, 1995; Slowinski and Vanderpooten, 1997, 2000; Yao and Wong, 1995).

In general, the similarity relations \( R \) do not generate partitions on \( U \); the information regarding similarity may be represented using similarity classes for each object \( x \in U \). Precisely, the similarity class of \( x \), denoted by \( R(x) \), consists of the set of objects which are similar to \( x \):

\[
R(x) = \{ y \in U : yRx \}.
\]

It is obvious that an object \( y \) may be similar to both \( x \) and \( z \), while \( z \) is not similar to \( x \), i.e. \( y \in R(x) \) and \( y \in R(z) \), but \( z \notin R(x) \), \( x, y, z \in U \). The similarity relation is of course reflexive (each object is similar to itself). Slowinski and Vanderpooten (1997, 2000) have proposed a similarity relation which is only reflexive.
The abandon of the transitivity requirement is easily justifiable, remembering – for example – Luce’s paradox of the cups of tea (Luce, 1956). As for the symmetry, one should notice that \( yRx \), which means “\( y \) is similar to \( x \)”, is directional; there is a subject \( y \) and a referent \( x \), and in general this is not equivalent to the proposition “\( x \) is similar to \( y \)”, as maintained by Tversky (1977). This is quite evident when the similarity relation is defined in terms of a percentage difference between numerical evaluations of the objects, calculated with respect to the evaluation of the referent object. Therefore, the symmetry of the similarity relation should not be imposed and then it makes sense to consider the inverse relation of \( R \), denoted by \( R^{-1} \), where \( xR^{-1}y \) means again “\( y \) is similar to \( x \)”; \( R^{-1}(x), \ x \in U \), is the class of referent objects to which \( x \) is similar:

\[
R^{-1}(x) = \{ y \in U : xRy \}.
\]

Given a subset \( X \subseteq U \) and a similarity relation \( R \) on \( U \), an object \( x \in U \) is said to be non-ambiguous in each of the two following cases:

- \( x \) belongs to \( X \) without ambiguity, that is \( x \in X \) and \( R^{-1}(x) \subseteq X \); such objects are also called positive;
- \( x \) does not belong to \( X \) without ambiguity (\( x \) clearly does not belong to \( X \)), that is \( x \in U - X \) and \( R^{-1}(x) \subseteq U - X \) (or \( R^{-1}(x) \cap X = \emptyset \)); such objects are also called negative.

The objects which are neither positive nor negative are said to be ambiguous.

A more general definition of lower and upper approximation may thus be offered (see Slowinski and Vanderpooten, 2000). Let \( X \subseteq U \) and \( R \) a reflexive binary relation defined on \( U \); the lower approximation of \( X \), denoted by \( \underline{R}(X) \), and the upper approximation of \( X \), denoted by \( \overline{R}(X) \), are defined, respectively, as:

\[
\underline{R}(X) = \{ x \in U : R^{-1}(x) \subseteq X \},
\]

\[
\overline{R}(X) = \bigcup_{x \in X} R(x).
\]

It may be demonstrated that the key property: \( \underline{R}(X) \subseteq X \subseteq \overline{R}(X) \), still holds and that

\[
\underline{R}(X) = U - \overline{R}(U - X) \quad \text{(complementarity property)}
\]

and

\[
\overline{R}(X) = \{ x \in U : R^{-1}(x) \cap X \neq \emptyset \}.
\]

Moreover, the definitions proposed are the only ones that correctly characterize the set of positive objects (lower approximation) and the set of positive or ambiguous objects (upper approximation) when a similarity relation is reflexive, but not necessarily symmetric nor transitive.

Using similarity relation one is able to induce decision rules from a decision table. The syntax of a rule is the following:

if \( f(x, q_1) \) is similar to \( r_{q_1} \) and \( f(x, q_2) \) is similar to \( r_{q_2} \) and \( \ldots f(x, q_p) \) is similar to \( r_{q_p} \), then \( x \) belongs to \( Y_{j_1} \) or \( Y_{j_2} \) or \( \ldots Y_{j_k} \),

where \( \{ q_1, q_2, \ldots, q_p \} \subseteq C \), \((r_{q_1}, r_{q_2}, \ldots, r_{q_p}) \in V_{q_1} \times V_{q_2} \times \cdots \times V_{q_p} \) and \( Y_{j_1}, Y_{j_2}, \ldots, Y_{j_k} \) are some classes of the considered classification (\( D \)-elementary sets). If \( k = 1 \) then the rule is exact or certain, otherwise it is approximate or uncertain. Procedures for generation of decision rules adapt the scheme described in Section 2.4. One such procedure has been proposed by Krawiec et al. (1998) – it involves a similarity relation that is learned from data. Let us add that, recently, Greco et al. (1998g, 2000) proposed a fuzzy extension of the similarity, i.e. rough approximation of fuzzy sets by means of fuzzy similarity relations.
3.2. Missing values

The classical rough set approach based on the use of indiscernibility relations requires the data table to be complete, i.e. without missing values on condition attributes describing the objects. In practice, however, the data tables are very often incomplete. To deal with these cases, we proposed in Greco et al. (1999e) an extension of the rough set methodology to the analysis of incomplete data tables. The extended indiscernibility relation between two objects is considered as a directional statement where a subject is compared to a referent object. We require that the referent object has no missing values. The extended rough set approach maintains all good characteristics of its original version. It also boils down to the original approach when there are no missing values. The rules induced from the rough approximations defined according to the extended relation verify a suitable property: they are robust in a sense that each rule is supported by at least one object with no missing value on the condition attributes represented in the rule.

For any two objects \( x, y \in U \), we are considering a directional comparison of \( y \) to \( x \); object \( y \) is called subject and object \( x \), referent. We say that subject \( y \) is indiscernible with referent \( x \), with respect to condition attributes from \( P \subseteq C \) (denotation \( y_{IPx} \)), if for every \( q \in P \) the following conditions are met: (1) \( f(x, q) \neq * \), (2) \( f(x, q) = f(y, q) \) or \( f(y, q) = * \), where * denotes a missing value.

The above means that the referent object considered for indiscernibility with respect to \( P \) should have no missing values on attributes from set \( P \). The binary relation \( I_P \) is not necessarily reflexive and also not necessarily symmetric. However, \( I_P \) is transitive.

For each \( P \subseteq C \) let us define a set of objects having no missing values on attributes from \( P \):

\[
U_P = \{ x \in U : f(x, q) \neq * \text{ for each } q \in P \}.
\]

For each \( x \in U \) and for each \( P \subseteq C \) let \( I_P(x) = \{ y \in U : y_{IPx} \} \) denote the class of objects indiscernible with \( x \). Given \( X \subseteq U \) and \( P \subseteq C \), we define lower and upper approximation of \( X \) with respect to \( P \) as follows:

\[
I_P(X) = \{ x \in U_P : I_P(x) \subseteq X \},
\]

\[
\bar{I}_P(X) = \{ x \in U_P : I_P(x) \cap X \neq \emptyset \}.
\]

Let \( X_P = X \cap U_P \). The rough approximation defined as above satisfies the following properties:

• (Rough inclusion). For each \( X \subseteq U \) and for each \( P \subseteq C \) : \( I_P(X) \subseteq X_P \subseteq \bar{I}_P(X) \).

• (Complementarity). For each \( X \subseteq U \) and for each \( P \subseteq C \) : \( \bar{I}_P(X) = U_P - I_P(U - X) \).

Let us observe that a very useful property of lower approximation within classical rough sets theory is that if an object \( x \in U \) belongs to the lower approximation of \( X \) with respect to \( P \subseteq C \), then \( x \) belongs also to the lower approximation of \( X \) with respect to \( R \subseteq C \) when \( P \subseteq R \) (this is a kind of monotonicity property). However, definition (1) does not satisfy this property of lower approximation, because it is possible that \( f(x, q) \neq * \) for all \( q \in P \) but \( f(x, q) = * \) for some \( q \in R - P \). This is quite problematic for some key concepts of the rough sets theory, like quality of approximation, reduct and core.

Therefore, another definition of lower approximation should be considered to restore the concepts of quality of approximation, reduct and core in the case of missing values. Given \( X \subseteq U \) and \( P \subseteq C \), this definition is the following:

\[
I'_P(X) = \bigcup_{R \subseteq P} I_R(X).
\]

\( I'_P(X) \) is called cumulative \( P \)-lower approximation of \( X \) because it includes all the objects belonging to all \( R \)-lower approximations of \( X \), where \( R \subseteq P \).
It can be shown that another type of indiscernibility relation, denoted by $I_p^*$, permits a direct definition of the cumulative $P$-lower approximation in a usual way. For each $x, y \in U$ and for each $P \subseteq C$, $yI_p^*x$ means that $f(x, q) = f(y, q)$ or $f(x, q) = \ast$ and/or $f(y, q) = \ast$, for every $q \in P$. Let $I_p^*(x) = \{y \in U : yI_p^*x\}$ for each $x \in U$ and for each $P \subseteq C$. $I_p^*$ is reflexive and symmetric but not transitive (Kryszkiewicz, 1998). Greco et al. (1999e) proved that definition (3) is equivalent to the following definition: $I_p^*(X) = \{x \in U_p^* : I_p^*(x) \subseteq X\}$, where $U_p^* = \{x \in U : f(x, q) \neq \ast$ for at least one $q \in P\}$.

Using $I_p^*$ we can give definition of the $P$-upper approximation of $X$, complementary to $I_p^*(X)$

$$T_p(X) = \{x \in U_p^* : I_p^*(x) \cap X \neq \emptyset\}. \quad (4)$$

For each $X \subseteq U$, let $X_p^* = X \cap U_p^*$. Let us remark that $x \in U_p^*$ if and only if there exists $R \neq \emptyset$ such that $R \subseteq P$ and $x \in U_R$.

Rough approximation $I_p^*(X)$ and $T_p(X)$ satisfies the following properties:

- (Rough inclusion). For each $X \subseteq U$ and for each $P \subseteq C$: $I_p^*(X) \subseteq X_p^* \subseteq T_p(X)$;
- (Complementarity). For each $X \subseteq U$ and for each $P \subseteq C$: $I_p^*(X) = U_p^* - T_p(U - X)$.
- (Monotonicity of the accuracy of approximation). For each $X \subseteq U$ and for each $P, R \subseteq C$, such that $P \subseteq R$, the following inclusion holds: $I_p^*(X) \subseteq I_k^*(X)$. Furthermore, if $U_p^* = U_R^*$, the following inclusion is also true: $T_p^*(X) \supseteq T_k^*(X)$.

Due to the property of monotonicity, when augmenting a set of attributes $P$, we get a lower approximation of $X$ that is at least of the same cardinality. Thus, we can restore for the case of missing values the following key concepts of the rough sets theory: accuracy and quality of approximation, reduct and core. These concepts have the same definitions as those given in Sections 2.2 and 2.3 but they use rough approximation $I_p^*(X)$ and $T_p^*(X)$.

3.2.1. An example

The illustrative example presented in this section is intended to explain the concepts introduced in Section 3.2. The director of the school must give a global evaluation to some students. This evaluation should be based on the level in Mathematics, Physics and Literature. However, not all the students have passed all three exams and, therefore, there are some missing values. The director gave the examples of evaluation as shown in Table 3.

The following lower and upper approximations can be calculated from Table 3:

$$L_C^*(good) = \{6\}, \quad L_C^*(bad) = \{1\}, \quad T_C^*(good) = \{6\}, \quad T_C^*(bad) = \{1\},$$

$$L_C^*(good) = \{2, 6\}, \quad L_C^*(bad) = \{1, 5\}, \quad T_C^*(good) = \{2, 3, 4, 6\}, \quad T_C^*(bad) = \{1, 3, 4, 5\}.$$

The quality of approximation of the partition of $U$ using attributes from $C$ is equal to 0.67. There are two reducts: Red$_1 = \{\text{Mathematics, Physics}\}$, Red$_2 = \{\text{Mathematics, Literature}\}$. The intersection of Red$_1$ and Red$_2$ constitutes the core, i.e. Core $= \{\text{Mathematics}\}$.

Table 3
Student evaluations with missing values

<table>
<thead>
<tr>
<th>Student</th>
<th>Mathematics</th>
<th>Physics</th>
<th>Literature</th>
<th>Global evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>medium</td>
<td>bad</td>
<td>bad</td>
<td>bad</td>
</tr>
<tr>
<td>2</td>
<td>good</td>
<td>medium</td>
<td>*</td>
<td>good</td>
</tr>
<tr>
<td>3</td>
<td>medium</td>
<td>*</td>
<td>medium</td>
<td>bad</td>
</tr>
<tr>
<td>4</td>
<td>*</td>
<td>medium</td>
<td>medium</td>
<td>good</td>
</tr>
<tr>
<td>5</td>
<td>*</td>
<td>good</td>
<td>bad</td>
<td>bad</td>
</tr>
<tr>
<td>6</td>
<td>good</td>
<td>medium</td>
<td>bad</td>
<td>good</td>
</tr>
</tbody>
</table>
The following minimal exact rules can be induced from Table 3 (within parentheses there are objects supporting the corresponding decision rule):

1. “if Mathematics is good and Physics is medium, then the student is good” (students 2, 4, 6)
2. “if Mathematics is medium and Literature is bad, then the student is bad” (students 1, 5)

It is also possible to induce the following minimal approximate rule from Table 3:

3. “if Mathematics is medium and Literature is medium, then the student is bad or good” (students 3, 4)

We claim that decision rules induced from an incomplete data table according to our approach are robust in the following sense: among objects supporting a given decision rule there is at least one object matching exactly all elementary conditions of the rule. This is a distinctive feature in comparison with the approach proposed by Kryszkiewicz (1998). Her approach is based on the concept of a possible “completion” of an incomplete data table \( S = \langle U, Q, V, f \rangle \). The completion is understood as a complete data table \( S' = \langle U, Q, V, f' \rangle \) obtained by substitution of each missing value * by some possible value from the domain of the corresponding attribute.

According to Kryszkiewicz’s approach, a decision rule “if \( f(x; q_1) = r_{q_1} \) and \( f(x; q_2) = r_{q_2} \) and \( \ldots f(x; q_p) = r_{q_p} \), then \( x \) is assigned to class \( Cl_t \)” is certain (exact) if for any possible completion of data table \( S \) the implication expressed by the rule is true. A certain decision rule is called optimal (minimal) if no elementary condition can be eliminated from the condition part of the rule.

Let us observe that some of the decision rules obtained using Kryszkiewicz’s approach may not be robust, i.e. certain and founded on a real object present in the data table. Consider for instance the following optimal and certain decision rule induced using this approach from Table 3:

1. “if Mathematics is good and Physics is good, then student is bad” (student 5).

In Table 3 there is no object having a description matching exactly the condition part of this rule. In other words, there is no student characterized by a good level in Mathematics and by a good level in Physics. Therefore, rule (4) is not robust.

On the contrary, each of the rules generated using our approach is supported by at least one real object matching exactly the condition part of the corresponding decision rule and, therefore, they are robust. Precisely, rule (1) is founded on student 2 and 6, rule (2) on student 1, and rule (3) on student 3.

### 4. Multiattribute and multicriteria classification and sorting problems

As mentioned above, a decision table contains the information relative to a set of objects, described by a certain number of attributes. The traditional rough set analysis of such a table consists in approximating the classifications induced by decision attributes by means of the classifications induced by condition attributes. The two kinds of classifications are built independently, i.e. they are not deduced one from the other.

The aim of the decision analysis is to answer two basic questions. The first question is to explain decisions in terms of the circumstances in which they were made. The second is to give a recommendation how to make a decision under specific circumstances. Recommendation is mainly based on decision rules induced from a decision table. In this sense, the rough set approach is similar to the inductive learning approach (Michalski et al., 1998), however, the former one is going far beyond the latter because in the rough set approach, the recommendation task is preceded by the explanation which gives pertinent information useful for decision support (reducts, core, quality of approximation, relevance of attributes).

According to Roy (1985, 1993), it is possible to distinguish the following three, most frequent decision problems: classification, choice and ranking.

In general, decisions are based on some characteristics of objects (actions). For example, when buying a car, the decisions can be based on such characteristics as price, maximum speed, fuel consumption, color, country of production, etc. We refer to these characteristics calling them attributes. Let us observe that,
depending on interpretation given to the attributes by the DM, some of them may have ordinal properties expressing preference scales, while others may not. The former attributes are called criteria, while the latter ones keep the name of attributes. In the above example, price, maximum speed and fuel consumption are criteria, because, for instance, a low price is better than a high price; most probably, color and country of production are not criteria but simple attributes because, for instance, red is not better than green. However, one can imagine that also those attributes could become criteria, because a DM could consider, for example, red better than green.

Moreover, decisions may be ordinal, because of expressing a preference, or may not be ordinal. For example, classification of cars for a catalogue does not impose any preference order among the classes (sport cars, family cars, utility cars, etc.), however, choice of the best car, or ranking of a set of cars from the best to the worst surely impose a preference order. Let us also observe that, depending on interpretation given to the classification by the DM, the classes may express a preference, so also classification may be ordinal. For instance, the DM could be interested in classification of cars in three categories: acceptable, hardly acceptable, non-acceptable. This type of classification is called sorting.

In the case of any multicriteria and/or multiattribute decision problem, no recommendation can be elaborated before the DM provides some preferential information suitable to the preference model assumed.

There are two major models used until now in multicriteria decision analysis: functional and relational ones. The functional model has been extensively used within the framework of multiattribute utility theory (Keeney and Raiffa, 1976). The relational model has its most widely known representation in the form of an outranking relation (Roy, 1991) and a fuzzy relation (Fodor and Roubens, 1994). These models require specific preferential information more or less explicitly related with their parameters. For example, in the deterministic case, the DM is often asked for pairwise comparisons of objects, from which we can assess the substitution rates in the functional model or importance weights in the relational model (see Fishburn, 1967; Jacquet-Lagrèze and Siskos, 1982; Mousseau, 1993). This kind of preferential information seems to be close to the natural reasoning of the DM. He/she is typically more confident exercising his/her comparisons than explaining them. The representation of this information by functional or relational models seems, however, less natural. According to Slovic (1975), people make decisions by searching for rules that provide good justification of their choices. So, after getting the preferential information in terms of exemplary comparisons, it would be natural to build the preference model in terms of “if..., then...” rules. Then, these rules can be applied to a set of objects (potential actions) in order to obtain specific preference relations. From the exploitation of these relations, a suitable recommendation can be obtained to support the DM in decision problem at hand.

The induction of rules from examples is a typical approach of artificial intelligence. It is concordant with the principle of posterior rationality by March (1988) and with aggregation–disaggregation logic by Jacquet-Lagrèze (1981). The rules explain the preferential attitude of the DM and enable his/her understanding of the reasons of his/her preferences. The recognition of the rules by the DM (Langley and Simon, 1998) justifies their use for decision support. So, the preference model in the form of rules derived from examples, fulfills both explanation and recommendation tasks mentioned above.

In Sections 4.2–5.4, we are presenting the main extensions of the rough set approach, resulting in a new methodology of modeling and exploitation of preferences in terms of decision rules. The rules are induced from the preferential information given by the DM in the form of examples of decisions. More precisely, for \( A \) being a finite set of objects (real or fictitious actions, potential or not) considered in a multicriteria problem, the examples of decisions are confined to a subset of objects \( B \subseteq A \), relatively well known to the DM, called reference objects. Depending on the type of the multicriteria problem, the examples concern either assignment of reference objects to decision classes (sorting problem) or pairwise comparisons of reference objects (choice and ranking problems).
4.1. Problems of multiattribute classification

Up to now, the rough set approach to decision analysis has been limited to problems of multiattribute classification concerning the assignment of a set of objects described by a set of attributes (not criteria) to one of pre-defined categories (Pawlak and Slowinski, 1994). Rough set analysis is naturally adapted to this type of problems because the set of classification examples may be represented directly in the decision table and it is possible to extract all the essential knowledge contained in the table using indiscernibility or similarity relations.

The rough sets theory has been successfully applied to a number of real classification problems in different fields, such as medicine, pharmacology, engineering, credit management, market research, financial analysis, environmental economics, linguistics, databases and other important sectors. The interesting results have encouraged experts in various disciplines to study the rough sets theory and its applications. For a collection of studies on the application of the rough set approach to real-world problems (see Slowinski, 1992; Slowinski et al., 1988; Polkowski and Skowron, 1998). A brief but thorough review of the most important applications has been made by Pawlak (1997).

4.2. Problems of multicriteria sorting

As pointed out by Greco et al. (1996, 1998b,e, 1999c), the original rough set approach cannot extract all the essential knowledge contained in the decision table of multicriteria sorting problems, i.e. problems of assigning a set of objects described by a set of criteria to one of pre-defined and preference-ordered categories. Notwithstanding, in many real problems it is important to consider the ordinal properties of the considered criteria. For example, in bankruptcy risk evaluation, if the debt ratio (total debt/total activity) of company A has a modest value, while the same ratio of company B has a significant value, then, within the rough set approach, the two firms are just discernible, but no preference is given to one of them with respect to the attribute “debt ratio”. In reality, from the point of view of the bankruptcy risk evaluation, it would be reasonable to consider firm A better than firm B, and not simply different (discernible). Let us observe that the rough set approach based on the use of indiscernibility or similarity relations is not able to capture a specific kind of inconsistency which may occur when in the decision table there is at least one criterion. For example, in the bankruptcy risk evaluation, if a sort A is better than B with respect to all the considered criteria (e.g. debt ratio, return on equity, etc.) but firm A is assigned to a class of higher risk than B, then there is an inconsistency which cannot be captured by the original rough set approach, because these firms are discernible. In order to detect this inconsistency, the rough approximation should handle the ordinal properties of criteria. This can be made by replacing the indiscernibility or similarity relation by the dominance relation, which is a very natural concept within multicriteria decision making.

On the basis of these considerations, Greco et al. (1998b,e, 1999g,h) have proposed a new rough set approach to multicriteria sorting problems, which is described in the following parts of the paper. Let us also mention that it is sometimes reasonable to consider both criteria and regular attributes (without preference-ordered domains) in a sorting problem. In this particular case, the rough approximation is based on the use of a binary relation which aggregates dominance (with respect to considered criteria) and indiscernibility (with respect to considered attributes), as proposed by Greco et al. (1998e). A more general binary relation that aggregates dominance, indiscernibility and similarity was considered by Greco et al. (1999d). Let us also mention that a fuzzy set extension of the rough approximation by dominance has been presented by Greco et al. (1999a). Moreover, a fuzzy set extension of the rough approximation based on dominance and similarity together has been described recently by Greco et al. (1999k).
4.2.1. Rough approximation by means of dominance relations

Let $S_q$ be an outranking relation Roy (1985) on $U$ with reference to criterion $q \in C$, such that $xS_qy$ means “$x$ is at least as good as $y$ with respect to criterion $q$”. Suppose that $S_q$ is a complete preorder, i.e. a strongly complete and transitive binary relation. Moreover, let $\text{Cl} = \{Cl_t, t \in T\}$, $T = \{1, \ldots, n\}$, be a set of classes of $U$, such that each $x \in U$ belongs to one and only one class $Cl_t \in \text{Cl}$. We assume that for all $r, s \in T$, such that $r > s$, each element of $Cl_r$ is preferred (strictly or weakly) to each element of $Cl_s$. More formally, if $S$ is a comprehensive outranking relation on $U$, i.e. $xSy$ means: “$x$ is at least as good as $y$” for any $x, y \in U$, then it is supposed that

$$[x \in Cl_r, y \in Cl_s, r > s] \Rightarrow [xSy \text{ and not } ySx].$$

Let us also consider the following upward and downward unions of classes, respectively,

$$Cl_t^\geq = \bigcup_{s \geq t} Cl_s, \quad Cl_t^\leq = \bigcup_{s \leq t} Cl_s.$$

Observe that $Cl_1^\geq = Cl_n^\leq = U, \ Cl_1^\leq = Cl_n$ and $Cl_1^\leq = Cl_n$.

It is said that $x$ dominates $y$ with respect to $P \subseteq C$ (denotation $xD_py$) if $xS_qy$ for all $q \in P$. Since the intersection of complete preorders is a partial preorder and $S_q$ is a complete preorder for each $q \in P$, and $D_P = \bigcap_{q \in P} S_q$, then the dominance relation $D_P$ is a partial preorder. Given $P \subseteq C$ and $x \in U$, let

$$D_P^+(x) = \{y \in U : yD_px\},$$

$$D_P^-(x) = \{y \in U : xD_py\}$$

represent, so-called, $P$-dominating set and $P$-dominated set with respect to $x$, respectively. In the dominance-based rough set approach, the sets to be approximated are upward and downward unions of classes and the items (granules of knowledge) used for this approximation are dominating and dominated sets.

The $P$-lower and the $P$-upper approximation of $Cl_t^\geq$, $t \in T$, with respect to $P \subseteq C$ (denotation $P(Cl_t^\geq)$ and $\overline{P}(Cl_t^\geq)$, respectively), are defined as:

$$P(Cl_t^\geq) = \{x \in U : D_P^+(x) \subseteq Cl_t^\geq\},$$

$$\overline{P}(Cl_t^\geq) = \bigcup_{x \in Cl_t^\geq} D_P^-(x) = \{x \in U : D_P^-(x) \cap Cl_t^\geq \neq \emptyset\}.$$ 

Analogously, the $P$-lower and the $P$-upper approximation of $Cl_t^\leq$, $t \in T$, with respect to $P \subseteq C$ (denotation $P(Cl_t^\leq)$ and $\overline{P}(Cl_t^\leq)$, respectively) are defined as:

$$P(Cl_t^\leq) = \{x \in U : D_P^-(x) \subseteq Cl_t^\leq\},$$

$$\overline{P}(Cl_t^\leq) = \bigcup_{x \in Cl_t^\leq} D_P^+(x) = \{x \in U : D_P^+(x) \cap Cl_t^\leq \neq \emptyset\}.$$ 

The $P$-lower and $P$-upper approximations defined as above satisfy the following properties for all $t \in T$ and for any $P \subseteq C$:

$$P(Cl_t^\geq) \subseteq Cl_t^\geq \subseteq \overline{P}(Cl_t^\geq), \quad P(Cl_t^\leq) \subseteq Cl_t^\leq \subseteq \overline{P}(Cl_t^\leq).$$
Furthermore, the following specific complementarity properties hold:

\[ P(Cl^>_t) = U - \overline{P}(Cl^<_t), \quad t = 2, \ldots, n \]
\[ \overline{P}(Cl^>_t) = U - P(Cl^<_t), \quad t = 1, \ldots, n - 1 \]
\[ \overline{P}(Cl^>_t) = U - \overline{P}(Cl^<_t), \quad t = 2, \ldots, n \]
\[ \overline{P}(Cl^<_t) = U - P(Cl^>_t), \quad t = 1, \ldots, n - 1 \]

The \( P \)-boundaries (\( P \)-doubtful regions) of \( Cl^>_t \) and \( Cl^<_t \) are defined as:

\[ BnP(Cl^>_t) = P(Cl^>_t) - P(Cl^>_t), \quad BnP(Cl^<_t) = \overline{P}(Cl^<_t) - \overline{P}(Cl^<_t) \]

We define the accuracy of approximation of \( Cl^>_t \) and \( Cl^<_t \) for all \( t \) and for any \( P \subseteq C \), respectively, as

\[ \gamma_p(Cl^>_t) = \frac{|P(Cl^>_t)|}{|\overline{P}(Cl^>_t)|}, \quad \gamma_p(Cl^<_t) = \frac{|P(Cl^<_t)|}{|\overline{P}(Cl^<_t)|} \]

The ratio

\[ \gamma_p(Cl) = \frac{|U - ((\bigcup_{t \in T} BnP(Cl^>_t)) \cup (\bigcup_{t \in T} BnP(Cl^<_t)))|}{|U|} \]

defines the quality of approximation of the partition \( Cl \) by means of the set of criteria \( P \), or, briefly, quality of sorting. This ratio expresses the relation between all the \( P \)-correctly classified objects and all the objects in the table.

Every minimal subset \( P \subseteq C \) such that \( \gamma_p(Cl) = \gamma_c(Cl) \) is called a reduct of \( C \) with respect to \( Cl \) and is denoted by \( RED(Cl)(P) \). Again, a data table may have more than one reduct. The intersection of all the reducts is known as the core, denoted by \( CORE(Cl) \).

4.2.2. Decision rules

On the basis of the approximations obtained by means of the dominance relations, it is possible to induce a generalized description of the preferential information contained in the decision table, in terms of decision rules (Slowinski et al., 2000).

The following three types of decision rules can be considered:

1. \( D^>_\) -decision rules, which have the following form:

   \[ \text{if } f(x, q_1) \geq r_{q_1} \text{ and } f(x, q_2) \geq r_{q_2} \text{ and } \cdots f(x, q_p) \geq r_{q_p}, \text{ then } x \in Cl^>_t, \]

   where \( P = \{q_1, q_2, \ldots, q_p\} \subseteq C \), \((r_{q_1}, r_{q_2}, \ldots, r_{q_p}) \in V_{q_1} \times V_{q_2} \times \cdots \times V_{q_p} \) and \( t \in T \); these rules are supported only by objects from the \( P \) -lower approximations of the upward unions of classes \( Cl^>_t \).

2. \( D^<_\) -decision rules, which have the following form:

   \[ \text{if } f(x, q_1) \leq r_{q_1} \text{ and } f(x, q_2) \leq r_{q_2} \text{ and } \cdots f(x, q_p) \leq r_{q_p}, \text{ then } x \in Cl^<_t, \]

   where \( P = \{q_1, q_2, \ldots, q_p\} \subseteq C \), \((r_{q_1}, r_{q_2}, \ldots, r_{q_p}) \in V_{q_1} \times V_{q_2} \times \cdots \times V_{q_p} \) and \( t \in T \); these rules are supported only by objects from the \( P \) -lower approximations of the downward unions of classes \( Cl^<_t \).

3. \( D^\leq\) -decision rules, which have the following form:

   \[ \text{if } f(x, q_1) \geq r_{q_1} \text{ and } f(x, q_2) \geq r_{q_2} \text{ and } \cdots f(x, q_k) \geq r_{q_k} \text{ and } f(x, q_{k+1}) \leq r_{q_{k+1}} \text{ and } \cdots f(x, q_p) \leq r_{q_p}, \text{ then } x \in Cl_t \cup Cl_{t+1} \cup \cdots \cup Cl_s, \]

   where \( O' = \{q_1, q_2, \ldots, q_k\} \subseteq C \), \( O'' = \{q_{k+1}, q_{k+2}, \ldots, q_p\} \subseteq C \), \( P = O' \cup O'' \), \( O' \) and \( O'' \) not necessarily disjoint, \((r_{q_1}, r_{q_2}, \ldots, r_{q_p}) \in V_{q_1} \times V_{q_2} \times \cdots \times V_{q_p} \), \( s, t \in T \) such that \( t < s \); these rules are supported only by objects from the \( P \) -boundaries of the unions of classes \( Cl^<_t \) and \( Cl^>_t \).
Let us observe that the set of decision rules induced from the approximations defined using dominance relations gives, in general, a more synthetic representation of knowledge contained in the decision table than the set of rules induced from classical approximations defined using indiscernibility relations. The minimal sets of rules thus obtained have a smaller number of rules and use a smaller number of conditions. They also do not require any discretization of numerical scales of criteria prior to the rule induction. Moreover, the application of these rules to new objects gives better results, in general. This is due to the more general syntax of the rules ("\( \geq \)" and "\( \leq \)" are used instead of "\( = \)"").

4.2.3. An example

Let us apply now the rough approximation by dominance relation to the decision table from Table 1. Within this approach we approximate the class \( Cl_{1}^{\leq} \) of "(at most) bad" students and the class \( Cl_{2}^{\geq} \) of "(at least) good" students. Since only two classes are considered, we have \( Cl_{1}^{\leq} = Cl_{1} \) and \( Cl_{2}^{\geq} = Cl_{2} \). As previously, \( C = \{ A_{1}, A_{2}, A_{3} \} \) and \( D = \{ A_{4} \} \). In this case, however, \( A_{1}, A_{2} \) and \( A_{3} \) are criteria and the classes are preference-ordered. This means that

- with respect to \( A_{1} \), "good" is better than "medium" and "medium" is better than "bad",
- with respect to \( A_{2} \), "good" is better than "bad",
- with respect to \( A_{3} \), "good" is better than "bad",
- with respect to \( A_{4} \), "good" is better than "bad".

The \( C \)-lower approximations, the \( C \)-upper approximations and the \( C \)-boundaries of classes \( Cl_{1}^{\leq} \) and \( Cl_{2}^{\geq} \) are equal, respectively, to:

\[
\begin{align*}
\underline{C}(Cl_{1}^{\leq}) &= \{ 4 \}, & \overline{C}(Cl_{1}^{\leq}) &= \{ 2, 3, 4, 5 \}, & B_{n}(Cl_{1}^{\leq}) &= \{ 2, 3, 5 \}, \\
\underline{C}(Cl_{2}^{\geq}) &= \{ 1, 6 \}, & \overline{C}(Cl_{2}^{\geq}) &= \{ 1, 2, 3, 5, 6 \}, & B_{n}(Cl_{2}^{\geq}) &= \{ 2, 3, 5 \}.
\end{align*}
\]

Therefore, the accuracy of the approximation is 0.25 for \( Cl_{1}^{\leq} \) and 0.4 for \( Cl_{2}^{\geq} \), while the quality of sorting is equal to 0.5. There is only one reduct which is also the core, i.e. \( Red_{C}(C) = Core_{C}(C) = \{ A_{1} \} \).

The following minimal set of decision rules can be obtained from the considered decision table (within parentheses there are the objects supporting the corresponding rule):

1. \( \text{if } f(x, A_{1}) \geq \text{ good, then } x \in Cl_{2}^{\geq} \) \( (1, 6) \)
2. \( \text{if } f(x, A_{1}) \leq \text{ bad, then } x \in Cl_{1}^{\leq} \) \( (4) \)
3. \( \text{if } f(x, A_{1}) \geq \text{ medium and } f(x, A_{1}) \leq \text{ medium (i.e. } f(x, A_{1}) \text{ is medium), then } x \in Cl_{1} \cup Cl_{2} \) \( (2, 3, 5) \).

Let us notice that student 5 dominates student 3, i.e. student 5 is at least as good as student 3 with respect to all the three criteria, however, 5 has a comprehensive evaluation worse than 3. Therefore, this can be interpreted as an inconsistency revealed by the approximation based on dominance, that cannot be captured by the approximation based on indiscernibility.

Moreover, let us remark that the decision rules induced from approximations defined using dominance relations give a more synthetic representation of knowledge contained in the decision table. The minimal set of decision rules obtained from the dominance approach has a smaller number of stronger rules (3 against 4) and uses a smaller number of conditions (3 against 6). Furthermore, let us observe that some rules obtained from the original rough set approach make problems with their interpretation. For example, rule 3) obtained by the original rough set approach says that "if the level in Mathematics is medium and the level in Physics is good, then the student is bad". One would expect that a student with lower marks, e.g. a student with the same level in Mathematics but with a medium level in Physics, should still be bad. Surprisingly, student 3 has these characteristics and, nevertheless, he/she is qualified as good one.
4.2.4. Another example: a comparison of rough sets with the Sugeno integral

Let us suppose that the director of the school was not satisfied with the obtained results. Therefore, after some interactions with an analyst, he made few modifications of the evaluation procedure. In consequence, the scales of the evaluation in Mathematics, Physics and Literature, as well as the global evaluation scale have been composed of three following grades: “bad”, “medium”, “good”. Moreover, a new set of examples presented in Table 4 has been considered.

According to the decision attribute, the students are divided into three preference-ordered classes: \( Cl_1 = \{ \text{bad} \} \), \( Cl_2 = \{ \text{medium} \} \), \( Cl_3 = \{ \text{good} \} \). Thus, the following unions of classes were approximated:

- \( Cl_1^\subseteq = Cl_1 \), i.e. the class of (at most) bad students,
- \( Cl_2^\subseteq = Cl_1 \cup Cl_2 \), i.e. the class of at most medium students,
- \( Cl_2^\supseteq = Cl_2 \cup Cl_3 \), i.e. the class of at least medium students,
- \( Cl_3^\supseteq = Cl_3 \), i.e. the class of (at least) good students.

When considering all the criteria, the unions of classes are perfectly approximated, i.e. for each union the lower and the upper approximation are the same and, therefore, coincide with the union:

\[
\begin{align*}
\mathcal{C}(Cl_1^\subseteq) &= \overline{\mathcal{C}(Cl_1^\subseteq)} = Cl_1^\subseteq, \\
\mathcal{C}(Cl_2^\subseteq) &= \overline{\mathcal{C}(Cl_2^\subseteq)} = Cl_2^\subseteq, \\
\mathcal{C}(Cl_2^\supseteq) &= \overline{\mathcal{C}(Cl_2^\supseteq)} = Cl_2^\supseteq, \\
\mathcal{C}(Cl_3^\supseteq) &= \overline{\mathcal{C}(Cl_3^\supseteq)} = Cl_3^\supseteq.
\end{align*}
\]

There is only one reduct which is also the core: \( \text{RED}_{Cl}(C) = \text{CORE}_{Cl} = C = \{A_1, A_2, A_3\} \). Since the reduct is composed of all the criteria, each one is indispensable for precise explanation of the sorting.

The following set of minimal \( D \_ \_ \_ \_ \) – decision rules has been induced from Table 4:

1. “if Mathematics \( \geq \) medium and Physics \( \geq \) medium and Literature \( \geq \) medium, then student \( \geq \) medium”
2. “if Mathematics \( \geq \) good and Physics \( \geq \) medium, then student \( \geq \) medium”
3. “if Mathematics \( \geq \) medium and Physics \( \geq \) good, then student \( \geq \) medium”
4. “if Mathematics \( \geq \) good and Physics \( \geq \) medium and Literature \( \geq \) medium, then student \( \geq \) good”
5. “if Mathematics \( \geq \) medium and Physics \( \geq \) good and Literature \( \geq \) medium, then student \( \geq \) good”
6. all uncovered students are bad.

<table>
<thead>
<tr>
<th>Student</th>
<th>Mathematics</th>
<th>Physics</th>
<th>Literature</th>
<th>Decision made by DM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>medium</td>
<td>medium</td>
<td>bad</td>
<td>bad</td>
</tr>
<tr>
<td>2</td>
<td>good</td>
<td>medium</td>
<td>bad</td>
<td>medium</td>
</tr>
<tr>
<td>3</td>
<td>bad</td>
<td>good</td>
<td>bad</td>
<td>bad</td>
</tr>
<tr>
<td>4</td>
<td>medium</td>
<td>good</td>
<td>bad</td>
<td>medium</td>
</tr>
<tr>
<td>5</td>
<td>good</td>
<td>good</td>
<td>bad</td>
<td>medium</td>
</tr>
<tr>
<td>6</td>
<td>bad</td>
<td>bad</td>
<td>medium</td>
<td>bad</td>
</tr>
<tr>
<td>7</td>
<td>good</td>
<td>bad</td>
<td>medium</td>
<td>bad</td>
</tr>
<tr>
<td>8</td>
<td>medium</td>
<td>medium</td>
<td>medium</td>
<td>good</td>
</tr>
<tr>
<td>9</td>
<td>good</td>
<td>medium</td>
<td>medium</td>
<td>good</td>
</tr>
<tr>
<td>10</td>
<td>medium</td>
<td>good</td>
<td>medium</td>
<td>good</td>
</tr>
<tr>
<td>11</td>
<td>good</td>
<td>bad</td>
<td>good</td>
<td>bad</td>
</tr>
<tr>
<td>12</td>
<td>medium</td>
<td>good</td>
<td>medium</td>
<td>good</td>
</tr>
<tr>
<td>13</td>
<td>good</td>
<td>medium</td>
<td>good</td>
<td>good</td>
</tr>
<tr>
<td>14</td>
<td>bad</td>
<td>good</td>
<td>good</td>
<td>bad</td>
</tr>
<tr>
<td>15</td>
<td>medium</td>
<td>good</td>
<td>good</td>
<td>good</td>
</tr>
</tbody>
</table>
These rules permit to classify the students with all possible evaluations on the three considered criteria, as shown in Table 5 (within parentheses there are indicated the rules matching the student evaluation). If more than one $D_\succ$-decision rule matches a student evaluation, then the sorting decision corresponds to the highest suggested class.

Let us observe that the students represented in Table 5 could also be assigned to the same classes by the following set of $D_\prec$-decision rules:

1. “if Mathematics $\leq$ bad, then student $\leq$ bad’’,
2. “if Physics $\leq$ bad, then student $\leq$ bad’’,
3. “if Mathematics $\leq$ medium and Physics $\leq$ medium and Literature $\leq$ bad, then student $\leq$ bad’’,
4. “if Literature $\leq$ bad, then student $\leq$ medium’’,
5. “if Mathematics $\leq$ medium and Physics $\leq$ medium, then student $\leq$ medium’’,
6. all uncovered students are good.

It is interesting to note that the 27 decisions made by the rules and presented in Table 5 cannot be represented by the most general max–min aggregation operator permitting ordinal aggregation, i.e. the fuzzy integral proposed by Sugeno (1974). To apply the Sugeno integral a common ordinal scale must be assumed for criteria and for a fuzzy measure defined on the set of criteria. Let $V = V_1 \times V_2 \times \cdots \times V_n$ denote the evaluation space of the criteria. Each $x \in V$ is called a profile. In our example, $V = \{\text{bad, medium, good}\}$ and each of the 27 cases of evaluation from Table 5 corresponds to a profile. The scale value of $x \in V$ on criterion $c_i$ is denoted by $c_i(x)$, while the scale value of a subset of criteria $J = \{c_{j_1}, c_{j_2}, \ldots, c_{j_k}\}$ is denoted by $\mu(J)$. For each $x \in V$, the criteria are ordered according to increasing values of $c_i(x)$.

<table>
<thead>
<tr>
<th>Student</th>
<th>Mathematics</th>
<th>Physics</th>
<th>Literature</th>
<th>Decision made by $D_\succ$-decision rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>bad</td>
<td>bad</td>
<td>bad</td>
<td>bad (#6)</td>
</tr>
<tr>
<td>2</td>
<td>medium</td>
<td>bad</td>
<td>bad</td>
<td>bad (#6)</td>
</tr>
<tr>
<td>3</td>
<td>good</td>
<td>bad</td>
<td>bad</td>
<td>bad (#6)</td>
</tr>
<tr>
<td>4</td>
<td>bad</td>
<td>medium</td>
<td>bad</td>
<td>bad (#6)</td>
</tr>
<tr>
<td>5</td>
<td>medium</td>
<td>medium</td>
<td>bad</td>
<td>bad (#6)</td>
</tr>
<tr>
<td>6</td>
<td>good</td>
<td>medium</td>
<td>bad</td>
<td>medium (#2)</td>
</tr>
<tr>
<td>7</td>
<td>bad</td>
<td>good</td>
<td>bad</td>
<td>bad (#6)</td>
</tr>
<tr>
<td>8</td>
<td>medium</td>
<td>good</td>
<td>bad</td>
<td>medium (#3)</td>
</tr>
<tr>
<td>9</td>
<td>good</td>
<td>good</td>
<td>bad</td>
<td>medium (#2,3)</td>
</tr>
<tr>
<td>10</td>
<td>bad</td>
<td>bad</td>
<td>medium</td>
<td>bad (#6)</td>
</tr>
<tr>
<td>11</td>
<td>medium</td>
<td>bad</td>
<td>medium</td>
<td>bad (#6)</td>
</tr>
<tr>
<td>12</td>
<td>good</td>
<td>bad</td>
<td>medium</td>
<td>bad (#6)</td>
</tr>
<tr>
<td>13</td>
<td>bad</td>
<td>medium</td>
<td>medium</td>
<td>bad (#6)</td>
</tr>
<tr>
<td>14</td>
<td>medium</td>
<td>medium</td>
<td>medium</td>
<td>medium (#1)</td>
</tr>
<tr>
<td>15</td>
<td>good</td>
<td>medium</td>
<td>medium</td>
<td>good (#1,2,4)</td>
</tr>
<tr>
<td>16</td>
<td>bad</td>
<td>good</td>
<td>medium</td>
<td>bad (#6)</td>
</tr>
<tr>
<td>17</td>
<td>medium</td>
<td>good</td>
<td>medium</td>
<td>good (#1,3,5)</td>
</tr>
<tr>
<td>18</td>
<td>good</td>
<td>good</td>
<td>medium</td>
<td>good (#1,2,3,4,5)</td>
</tr>
<tr>
<td>19</td>
<td>bad</td>
<td>bad</td>
<td>good</td>
<td>bad (#6)</td>
</tr>
<tr>
<td>20</td>
<td>medium</td>
<td>bad</td>
<td>good</td>
<td>bad (#6)</td>
</tr>
<tr>
<td>21</td>
<td>good</td>
<td>bad</td>
<td>good</td>
<td>bad (#6)</td>
</tr>
<tr>
<td>22</td>
<td>bad</td>
<td>medium</td>
<td>good</td>
<td>bad (#6)</td>
</tr>
<tr>
<td>23</td>
<td>medium</td>
<td>medium</td>
<td>good</td>
<td>medium (#1)</td>
</tr>
<tr>
<td>24</td>
<td>good</td>
<td>medium</td>
<td>good</td>
<td>good (#1,2,4)</td>
</tr>
<tr>
<td>25</td>
<td>bad</td>
<td>good</td>
<td>good</td>
<td>bad (#6)</td>
</tr>
<tr>
<td>26</td>
<td>medium</td>
<td>good</td>
<td>good</td>
<td>good (#1,3,5)</td>
</tr>
<tr>
<td>27</td>
<td>good</td>
<td>good</td>
<td>good</td>
<td>good (#1,2,3,4,5)</td>
</tr>
</tbody>
</table>
\[ c_{(1)}, c_{(2)}, \ldots, c_{(n)}, \quad \text{such that } c_{(1)}(x) \leq c_{(2)}(x) \leq \cdots \leq c_{(n)}(x). \]

The Sugeno integral is defined as follows:

\[
f[c_1(x), c_2(x), \ldots, c_n(x)] = \max_{i=1,\ldots,n} \{ \min \{ c_{(i)}(x), \mu(J_{(i)}) \} \},
\]

where \( J_{(i)} = \{ c_{(i)}, \ldots, c_{(n)} \} \).

Alternatively, the Sugeno integral can be presented as follows:

\[
f[c_1(x), c_2(x), \ldots, c_n(x)] = \max_{J_{(i,j)}} \{ \min \{ c_{(j1)}(x), \ldots, c_{(jk)}(x), \mu(J) \} \}, \quad \text{where } J = \{ c_{j1}, \ldots, c_{jk} \}.
\]

Greco et al. (1999j) have shown that the Sugeno integral can be represented in terms of single graded decision rules having the following syntax:

\[ \text{"if } c_{j1}(x) \geq r \text{ and } c_{j2}(x) \geq r \text{ and } \ldots c_{jk}(x) \geq r, \text{ then } x \in Cl^r_{\geq}\] and satisfying the following conditions:

- given the rule: "if \( c_{j1}(x) \geq r \text{ and } c_{j2}(x) \geq r \text{ and } \ldots c_{jk}(x) \geq r, \text{ then } x \in Cl^r_{\geq}\)"; the following rules are also true for each \( s < r \): "if \( c_{j1}(x) \geq s \text{ and } c_{j2}(x) \geq s \text{ and } \ldots c_{jk}(x) \geq s, \text{ then } x \in Cl^r_{\geq}\);

- given the rule: "if \( c_{j1}(x) \geq r \text{ and } c_{j2}(x) \geq r \text{ and } \ldots c_{jk}(x) \geq r, \text{ then } x \in Cl^r_{\geq}\)"; the following rules are also true for each \( \{ c_{j1}, c_{j2}, \ldots, c_{jk} \} \supseteq \{ c_{j1}, c_{j2}, \ldots, c_{jk} \} : \text{ "if } c_{j1}(x) \geq r \text{ and } c_{j2}(x) \geq r \text{ and } \ldots c_{jk}(x) \geq r, \text{ then } x \in Cl^r_{\geq}\)" (due to monotonicity of the fuzzy measure).

Why the 27 decisions made by the rules and presented in Table 5 cannot be represented by the Sugeno integral? This can be understood intuitively from the previous result: in fact, many of the rules applied for the sorting of the 27 cases are not single-graded, i.e. they use more than one grade of the evaluation scale. The answer can also be more direct: consider the \( D_{\geq}\)-decision rule (2): "if \( \text{Mathematics} \geq \text{good and } \text{Physics} \geq \text{medium, then student} \geq \text{medium}\)".

Therefore, there is no possibility to represent the sorting made by the rules in Table 5 by the Sugeno integral.

4.3. Multi-criteria sorting problem with missing values

Alike the original approach, the rough set approach based on dominance relations requires the data table to be complete. An extension of the rough set approach based on dominance to the analysis of incomplete data tables has been proposed in Greco et al. (1999e,f). It is assumed in this extension that the dominance relation between two objects is a directional statement where a subject is compared to a referent object having no missing values. The extended approach maintains all good characteristics of the dominance-based rough set approach and boils down to the latter when there are no missing values. The rules
induced from the rough approximations defined according to the extended relation are robust, i.e. each rule is supported by at least one object with no missing value on the criteria represented in the condition part of the rule.

Keeping in mind that a comparison of subject $y$ to referent $x$ is directional for any two objects $x, y \in U$, we say that subject $y$ dominates referent $x$ with respect to criteria from $P \subseteq C$ (denoted by $yD_p^+ x$) if for every criterion $q \in P$ the following conditions are met: (1) $f(x, q) \neq *, (2) f(y, q) \geq f(x, q)$ or $f(y, q) = *$.

We also say that subject $y$ is dominated by referent $x$ with respect to criteria from $P \subseteq C$ (denoted by $xD_p^- y$) if for every criterion $q \in P$ the following conditions are met: (1) $f(x, q) \neq *$, (2) $f(x, q) \leq f(y, q)$ or $f(x, q) = *$.

The above definition means that the referent object considered for dominance $D_p^+$ and $D_p^-$ should have no missing values on criteria from set $P$.

The binary relations $D_p^+$ and $D_p^-$ are not necessarily reflexive. However, $D_p^+$ and $D_p^-$ are transitive.

For each $P \subseteq C$ we restore the definition of set $U_p$ from Section 3.2. Given $P \subseteq C$ and $x \in U$, the “granules of knowledge” used for approximation are:

- A set of objects dominating $x$, called $P$-dominating set, $D_p^+(x) = \{ y \in U : yD_p^+ x \}$,
- A set of objects dominated by $x$, called $P$-dominated set, $D_p^-(x) = \{ y \in U : xD_p^- y \}$.

For any $P \subseteq C$ we say that $x \in U$ belongs to $Cl_i^{\geq}$ without any ambiguity if $x \in Cl_i^{\geq}$ and for all the objects $y \in U$ dominating $x$ with respect to $P$, we have $y \in Cl_i^{\geq}$, i.e. $D_p^+(x) \subseteq Cl_i^{\geq}$. Furthermore, we say that $x \in U$ could belong to $Cl_i^{\geq}$ if there would exist at least one object $y \in Cl_i^{\geq}$ dominated by $x$ with respect to $P$, i.e. $y \in D_p^-(x)$.

Thus, with respect to $P \subseteq C$, the set of all objects belonging to $Cl_i^{\geq}$ without any ambiguity constitutes the $P$-lower approximation of $Cl_i^{\geq}$, denoted by $P(Cl_i^{\geq})$, and the set of all objects that could belong to $Cl_i^{\geq}$ constitutes the $P$-upper approximation of $Cl_i^{\geq}$, denoted by $P(Cl_i^{\geq})$ for $t = 1, \ldots, n$:

$$P(Cl_i^{\geq}) = \{ x \in U_p : D_p^+(x) \subseteq Cl_i^{\geq} \},$$  

$$P(Cl_i^{\geq}) = \{ x \in U_p : D_p^-(x) \cap Cl_i^{\geq} \neq \emptyset \}.$$

Analogously, one can define $P$-lower approximation and $P$-upper approximation of $Cl_i^{\leq}$ for $t = 1, \ldots, n$:

$$P(Cl_i^{\leq}) = \{ x \in U_p : D_p^-(x) \subseteq Cl_i^{\leq} \},$$  

$$P(Cl_i^{\leq}) = \{ x \in U_p : D_p^+(x) \cap Cl_i^{\leq} \neq \emptyset \}.$$

Let $(Cl_i^{\geq})_p = Cl_i^{\geq} \cap \text{and} (Cl_i^{\leq})_p = Cl_i^{\leq} \cap U_p, t = 1, \ldots, n$. The rough approximation defined as above satisfies the following properties:

- **(Rough inclusion).** For each $Cl_i^{\geq}$ and $Cl_i^{\leq}$, $t = 1, \ldots, n$, and for each $P \subseteq C$:

$$P(Cl_i^{\geq}) \subseteq (Cl_i^{\geq})_p \subseteq P(Cl_i^{\geq}), \quad P(Cl_i^{\leq}) \subseteq (Cl_i^{\leq})_p \subseteq P(Cl_i^{\leq}).$$

- **(Completeness).** For each $Cl_i^{\geq}$, $t = 2, \ldots, n$, and $Cl_i^{\leq}$, $t = 1, \ldots, n - 1$, and for each $P \subseteq C$:

$$P(Cl_i^{\geq}) = U_p - P(Cl_{i+1}^{\leq}), \quad P(Cl_i^{\leq}) = U_p - P(Cl_{i-1}^{\geq}).$$

To preserve the monotonicity property of the lower approximation (see Section 3.2) it is necessary to use another definition of the approximation for a given $Cl_i^{\geq}$ and $Cl_i^{\leq}$, $t = 1, \ldots, n$, and for each $P \subseteq C$:

$$P(Cl_i^{\geq})* = \bigcup_{R \subseteq P} R(Cl_i^{\geq}),$$  

$$P(Cl_i^{\leq})* = \bigcup_{R \subseteq P} R(Cl_i^{\leq}).$$
\(P(Cl_1^>)^*\) and \(P(Cl_1^\leq)^*\) will be called cumulative \(P\)-lower approximations of unions \(Cl_1^>\) and \(Cl_1^\leq\), respectively, \(t = 1, \ldots, n\), because they include all the objects belonging to all \(R\)-lower approximations of \(Cl_1^>\) and \(Cl_1^\leq\), where \(R \subseteq P\).

It can be shown that another type of dominance relation, denoted by \(D_p^*\), permits a direct definition of the cumulative \(P\)-lower approximations in a classical way. For each \(x, y \in U\) and for each \(P \subseteq Q\), \(yD_p^x\) means that \(f(y, q) \geq f(x, q)\) or \(f(x, q) = *\) and/or \(f(y, q) = *\), for every \(q \in P\).

Now, given \(P \subseteq C\) and \(x \in U\), the “granules of knowledge” used for approximation are:

- a set of objects dominating \(x\), called \(P\)-dominating set, \(D_p^*(x) = \{y \in U : yD_p^x\}\),
- a set of objects dominated by \(x\), called \(P\)-dominated set, \(D_p^-(x) = \{y \in U : xD_p^y\}\).

\(D_p^*\) is reflexive but not transitive. Greco et al. (1999e,f) proved that definitions (5) and (6) are equivalent to the following definitions (for \(U_p^*\) see the definition in Section 3.2):

\[
P(Cl_1^>)^* = \{x \in U_p^* : D_p^+(x) \subseteq Cl_1^>\},
\]

\[
P(Cl_1^\leq)^* = \{x \in U_p^* : D_p^-(x) \subseteq Cl_1^\leq\}.
\]

Using \(D_p^*\) we can give definitions of the \(P\)-upper approximations of \(Cl_1^>\) and \(Cl_1^\leq\), complementary to \(P(Cl_1^>)^*\) and \(P(Cl_1^\leq)^*\), respectively:

\[
\overline{P}(Cl_1^>)^* = \{x \in U_p^* : D_p^-(x) \cap Cl_1^> \neq \emptyset\},
\]

\[
\overline{P}(Cl_1^\leq)^* = \{x \in U_p^* : D_p^+(x) \cap Cl_1^\leq \neq \emptyset\}.
\]

For each \(Cl_1^> \subseteq U\) and \(Cl_1^\leq \subseteq U\), let \((Cl_1^>)^* = Cl_1^> \cap U_p^*\) and \((Cl_1^\leq)^* = Cl_1^\leq \cap U_p^*\). Let us remark that \(x \in U_p^*\) if and only if there exists \(R \neq \emptyset\) such that \(R \subseteq P\) and \(x \in U_R\).

Rough approximations \(P(Cl_1^>)^*\), \(\overline{P}(Cl_1^>)^*\), \(\overline{P}(Cl_1^\leq)^*\) and \(\overline{P}(Cl_1^\leq)^*\) satisfy the following properties:

- (Rough inclusion). For each \(Cl_1^>\) and \(Cl_1^\leq\), \(t = 1, \ldots, n\), and for each \(P \subseteq C\):

\[
P(Cl_1^>)^* \subseteq (Cl_1^>)^* \subseteq \overline{P}(Cl_1^>)^*\], \(P(Cl_1^\leq)^* \subseteq (Cl_1^\leq)^* \subseteq \overline{P}(Cl_1^\leq)^*\).

- (Complementarity). For each \(Cl_1^>, t = 2, \ldots, n\), and \(Cl_1^\leq, t = 1, \ldots, n - 1\), and for each \(P \subseteq C\):

\[
P(Cl_1^>)^* = U_p^* - \overline{P}(Cl_1^\leq)\), \(P(Cl_1^\leq)^* = U_p^* - \overline{P}(Cl_1^>)\).

- (Monotonicity of the accuracy of approximation). For each \(Cl_1^>\) and \(Cl_1^\leq, t = 1, \ldots, n\), and for each \(P, R \subseteq C\), such that \(P \subseteq R\), the following inclusions hold:

\[
P(Cl_1^>)^* \subseteq R(Cl_1^>)^*, \(P(Cl_1^\leq)^* \subseteq R(Cl_1^\leq)^*\).
\]

Furthermore, if \(U_p^* = U_R^*\), the following inclusions are also true

\[
\overline{P}(Cl_1^>)^* \supseteq \overline{R}(Cl_1^>)^*, \(\overline{P}(Cl_1^\leq)^* \supseteq \overline{R}(Cl_1^\leq)^*\).
\]

Due to the property of monotonicity, when augmenting a set of attributes \(P\), we get lower approximations of \(Cl_1^>\) and \(Cl_1^\leq\), \(t = 1, \ldots, n\), that are at least of the same cardinality. Thus, we can restore for the case of missing values the key concepts of the rough sets theory: accuracy and quality of approximation, reduct and core.
4.3.1. Example

Let us consider the example presented in Section 3.2.1 in the context of the multi-criteria sorting, where attributes are criteria with preference-ordered scales and the decision classes are also preference-ordered. We shall apply the dominance-based rough set approach to the same Table 3.

Using the extended rough set approach presented in Section 4.3, we will approximate the downward and the upward unions of classes, i.e. the class of students “at most bad” \( (\text{Cl}_1^6) \) and the class of students “at least good” \( (\text{Cl}_2^P) \). Since only two classes are considered, these unions coincide with the class of “bad” students \( (\text{Cl}_1) \) and with the class of “good” students \( (\text{Cl}_2) \), respectively.

The \( C \)-lower approximations, the \( C \)-upper approximations and the \( C \)-boundaries of the classes of “good” and “bad” students are equal, respectively, to:

\[
\begin{align*}
\text{C}(\text{good}) &= \emptyset, \quad \text{C}(\text{bad}) = \{1\}, \quad \text{C}^\uparrow(\text{good}) = \{6\}, \quad \text{C}^\downarrow(\text{bad}) = \{1\}, \\
\text{C}^\uparrow(\text{good}) &= \emptyset, \quad \text{C}^\downarrow(\text{bad}) = \{1\}, \quad \text{C}^\uparrow(\text{good}) = \{2, 3, 4, 5, 6\}, \quad \text{C}^\downarrow(\text{bad}) = \{1, 2, 3, 4, 5, 6\}.
\end{align*}
\]

Let us remark that students 2 and 6 belong to \( C \)-lower approximation of the class of “good” students when this approximation is calculated using the indiscernibility relation (see \( I^\uparrow(\text{Cl}_1^6) = \{2, 6\} \) in Section 3.2.1), however, they belong to the boundary of “good” students when this approximation is calculated using the dominance relation. This is true because there is no “bad” student indiscernible with students 2 and 6. Observe, however, that although student 5 has a comprehensive evaluation worse than students 2 and 6 (“bad” vs. “good”), he/she dominates students 2 and 6 with respect to the three criteria. Precisely, student 2 is dominated by student 5 because 2 has a worse level in Physics (medium vs. good), and on the levels in Mathematics and Literature either student 2 or student 5 has a missing value. For this reason, the assignments of students 2 and 5 are inconsistent and thus they both belong to the \( C \)-boundary of the “(at least) good” class constructed using the dominance relation. The inconsistency between student 2 and student 5 cannot be detected using the classical rough set approach based on indiscernibility because these students are discernible with respect to \( C \). Similar explanation holds for students 5 and 6.

The quality of sorting using criteria from \( C \) is equal to 0.17. There is only one reduct which is also the core; it is composed of one criterion: \( \{\text{Physics}\} \).

The following minimal set of minimal decision rules can be obtained from the considered data table (within parentheses there are objects supporting the corresponding decision rules):

1. “if Physics \( \leq \) bad, then student is (at most) bad” (students 1,3)
2. “if Physics \( \geq \) medium and Physics \( \leq \) good, then student is bad or good” (not enough information to assign the student to one class only) (students 2,3,4,5,6).

5. Multicriteria choice and ranking problems

As pointed out above, the use of rough sets in the past has been limited to problems of multiattribute classification only. In Section 4.2, we presented an extension of the rough set approach to the multicriteria sorting problem. In the case of multicriteria choice and ranking problems we need further extensions, because the decision table in its original form does not allow the representation of preference binary relations between objects.

To handle binary relations within the rough set approach, Greco et al. (1995, 1996, 1998c) proposed to operate on, so-called, pairwise comparison table (PCT), i.e. with respect to a choice or ranking problem, a decision table whose rows represent pairs of objects for which multicriteria evaluations and a comprehensive preference relation are known.

The use of an indiscernibility relation on the PCT makes problems with interpretation of the approximations of the preference relation and of the decision rules derived from these approximations.
Indiscernibility permits handling inconstancy which occurs when two pairs of objects have preferences of the same strength on considered criteria, however, the comprehensive preference relations established for these pairs are not the same. When dealing with criteria, there may occur also another type of inconsistency connected with violation of the dominance principle: on a given set of criteria, one pair of objects is characterized by some preferences and another pair has all preferences at least of the same strength, however, for the first pair we have a comprehensive preference and for the other – inverse comprehensive preference. The indiscernibility relation is not able to handle this type of inconsistency. For this reason, another way of defining the approximations and decision rules has been proposed, which is based on the use of graded dominance relations.

5.1. The pairwise comparison table

Let \( C \) be the set of criteria used for evaluation of objects from \( A \). For any criterion \( q \in C \), let \( T_q \) be a finite set of binary relations defined on \( A \) on the basis of the evaluations of objects from \( A \) with respect to the considered criterion \( q \), such that for any \( (x, y) \in A \times A \) exactly one binary relation \( \tau \in T_q \) is verified. More precisely, given the domain \( V_q \) of \( q \in C \), if \( v'_{q}, v''_{q} \in V_q \) are the respective evaluations of \( x, y \in A \) by means of \( q \) and \( (x, y) \in \tau, \) with \( \tau \in T_q \), then for each \( w, z \in A \) having the same evaluations \( v'_{q}, v''_{q} \) by means of \( q, (w, z) \in \tau \). For interesting applications it should be \( \text{card}(T_q) \geq 2 \), for each \( q \in C \). Furthermore, let \( T_d \) be a set of binary relations defined on set \( A \) (comprehensive pairwise comparisons) such that at most one binary relation \( \tau \in T_d \) is verified for any \( (x, y) \in A \times A \).

The preferential information has the form of pairwise comparisons of reference objects from \( B \subseteq A \), considered as examples of decision. The PCT is defined as data table \( S_{\text{PCT}} = (B, C \cup \{d\}, T_C \cup T_d, g) \), where \( B \subseteq B \times B \) is a non-empty set of exemplary pairwise comparisons of reference objects, \( T_C = \bigcup_{q \in C} T_q \), \( d \) is a decision corresponding to the comprehensive pairwise comparison (comprehensive preference relation), and \( g : B \times (C \cup \{d\}) \rightarrow T_C \cup T_d \) is a total function such that \( g((x, y), q) \in T_q \) for any \( (x, y) \in A \times A \) and for each \( q \in C \), and \( g((x, y), d) \in T_d \) for any \( (x, y) \in B \). It follows that for any pair of reference objects \( (x, y) \in B \) there is verified one and only one binary relation \( \tau \in T_d \). Thus, \( T_d \) induces a partition of \( B \). In fact, data table \( S_{\text{PCT}} \) can be seen as decision table, since the set of considered criteria \( C \) and decision \( d \) are distinguished.

We assume that the exemplary pairwise comparisons provided by the DM can be represented in terms of graded preference relations (for example “very weak preference”, “weak preference”, “strict preference”, “strong preference”, “very strong preference”) \( P^h_q \), for each \( q \in C \) and for any \( (x, y) \in A \times A \),

\[
T_q = \{P^h_q, h \in H_q\},
\]

where \( H_q \) is a particular subset of the relative integers and \( xP^h_q y, \ h > 0 \), means that object \( x \) is preferred to object \( y \) by degree \( h \) with respect to the criterion \( q \), \( xP^h_q y, \ h < 0 \), means that object \( x \) is not preferred to object \( y \) by degree \( h \) with respect to the criterion \( q \), \( xP^0_q y \) means that object \( x \) is similar (asymmetrically indifferent) to \( y \) with respect to the criterion \( q \).

Let us remark that \( P^h_q \) is the same similarity relation as presented in Section 3.1 in very general terms, i.e. without any specific reference to preference modeling. Within the preference context, the similarity relation, even if not symmetric, resembles indifference relation. Thus, in this case, we call this similarity relation “asymmetric indifference”.

Notice that, for each \( q \in C \) and for any \( (x, y) \in A \times A \), \( xP^h_q y, h > 0 \) \( \Rightarrow \) \( yP^h_q x, k \leq 0 \) and \( xP^h_q y, h < 0 \) \( \Rightarrow \) \( yP^h_q x, k \geq 0 \).

The set of binary relations \( T_d \) may be defined in a similar way, but \( xP^h_d y \) means that \( x \) is comprehensively preferred to \( y \) by degree \( h \).
first, it is observed that for any \( q \in C \) there exists a function \( c_q : A \to \mathbb{R} \) which is increasing with respect to the preferences on \( q \),

then, it is possible to define a function \( k_q : \mathbb{R}^2 \to \mathbb{R} \) which measures the strength of the preference (positive or negative) of \( x \) over \( y \) (e.g. \( k_q[c_q(x), c_q(y)] = c_q(x) - c_q(y) \)); it should satisfy the following properties for any \( x, y, z \in A \):

\[
c_q(x) > c_q(y) \iff k_q[c_q(x), c_q(z)] > k_q[c_q(y), c_q(z)],
\]

\[
c_q(x) > c_q(y) \iff k_q[c_q(z), c_q(x)] < k_q[c_q(z), c_q(y)],
\]

\[
c_q(x) = c_q(y) \iff k_q[c_q(x), c_q(y)] = 0,
\]

next, the domain of \( k_q \) is divided into intervals, using a suitable set of thresholds \( A_q \), for each \( q \in C \); the intervals are numbered in such a way that \( k_q[c_q(x), c_q(y)] = 0 \) belongs to interval no. 0,

the value of \( h \) in relation \( xP^q_qy \) is then equal to the number of interval including \( k_q[c_q(x), c_q(y)] \), for any \((x,y) \in A \times A \).

We are considering a PCT where the set \( T_q \) is composed of two binary relations defined on \( A \):

1. \( x \) outranks \( y \) (denoted by \( xSy \) or \((x,y) \in S \)), where \((x,y) \in B \),
2. \( x \) does not outrank \( y \) (denoted by \( xS^q_y \) or \((x,y) \in S^q \)), where \((x,y) \in B \), and \( S \cup S^q = B \), where “\( x \) outranks \( y \)” means “\( x \) is at least as good as \( y \)” Roy (1985); observe that the binary relation \( S \) is reflexive, but neither necessarily transitive nor complete (Roy, 1991; Bouyssou, 1996).

5.2. Multigraded dominance

In Greco et al. (1996), we proposed a rough set approach to analysis of \( S_{PCT} \) using single-graded dominance relations, assuming common degrees of preference for all the criteria. While this permits a simple calculation of the approximations and of the resulting decision rules, it is lacking in precision. A dominance relation allowing a different degree of preference for each considered criterion gives a far more accurate picture of the preferential information contained in the pairwise comparison table \( S_{PCT} \).

More formally, given \((x,y),(w,z) \in A \times A \), \((x,y) \) is said to dominate \((w,z) \), taking into account the criteria from \( \emptyset \neq P \subseteq C \) (denoted by \((x,y)D_P(w,z) \)), if \( x \) is preferred to \( y \) at least as strongly as \( w \) is preferred to \( z \) with respect to each \( q \in P \). Precisely, “at least as strongly” means “by at least the same degree”, i.e. \( hq \geq q k \), where \( hq, kq \in H_q, xP^q_y \) and \( wP^q_z \), for each \( q \in P \). Let \( D_{\{q\}} \) be the dominance relation confined to the single criterion \( q \in P \). The binary relation \( D_{\{q\}} \) is reflexive ((\( x,y \))\( D_{\{q\}}(x,y) \), for any \((x,y) \in A \times A \), transitive ((\( x,y,D_{\{q\}}(w,z) \), (\( w,z,D_{\{q\}}(u,v) \) imply \((x,y)D_{\{q\}}(u,v) \), for any \((x,y),(w,z),(u,v) \in A \times A \), and complete ((\( x,y,D_{\{q\}}(w,z) \) and/or \((w,z)D_{\{q\}}(x,y) \), for any \((x,y),(w,z) \in A \times A \). Therefore, \( D_{\{q\}} \) is a complete preorder. Since the intersection of complete preorders is a partial preorder and \( D_P = \bigcap_{q \in P} D_{\{q\}} \), \( P \subseteq C \), then the dominance relation \( D_P \) is a partial preorder.

Let \( R \subseteq P \subseteq C \) and \((x,y),(u,v) \in A \times A \); then the following implication holds:

\[
(x,y)D_P(u,v) \Rightarrow (x,y)D_R(u,v).
\]

Given \( P \subseteq C \) and \((x,y) \in A \times A \), let us introduce the positive dominance (denoted by \( D_P^+(x,y) \)) and the negative dominance (denoted by \( D_P^-(x,y) \))

\[
D_P^+(x,y) = \{(w,z) \in A \times A : (w,z)D_P(x,y)\},
\]

\[
D_P^-(x,y) = \{(w,z) \in A \times A : (x,y)D_P(w,z)\}.
\]
Using the dominance relations $D_P$, it is possible to define $P$-lower and $P$-upper approximations of the outranking relation $S$ with respect to $P \subseteq C$, respectively, as:

$$\mathcal{P}(S) = \{ (x,y) \in B : D_P(x,y) \subseteq S \},$$

$$\overline{\mathcal{P}}(S) = \bigcup_{(x,y) \in S} D_P(x,y) = \{ (x,y) \in B : D_P(x,y) \cap S \neq \emptyset \}.$$  

Analogously, it is possible to define the approximations of $S^c$:

$$\mathcal{P}(S^c) = \{ (x,y) \in B : D_P(x,y) \subseteq S^c \},$$

$$\overline{\mathcal{P}}(S^c) = \bigcup_{(x,y) \in S^c} D_P(x,y) = \{ (x,y) \in B : D_P(x,y) \cap S^c \neq \emptyset \}.$$  

It may be proved that $\mathcal{P}(S) \subseteq S \subseteq \overline{\mathcal{P}}(S)$, $\mathcal{P}(S^c) \subseteq S^c \subseteq \overline{\mathcal{P}}(S^c)$.

Furthermore, the following complementarity properties hold:

$$\mathcal{P}(S) = B - \overline{\mathcal{P}}(S^c), \quad \overline{\mathcal{P}}(S) = B - \mathcal{P}(S^c), \quad \mathcal{P}(S^c) = B - \mathcal{P}(S), \quad \overline{\mathcal{P}}(S^c) = B - \overline{\mathcal{P}}(S).$$

The $P$-boundaries ($P$-doubtful regions) of $S$ and $S^c$ are defined as

$$BnP(S) = \mathcal{P}(S) - \overline{\mathcal{P}}(S), \quad BnP(S^c) = \overline{\mathcal{P}}(S^c) - \mathcal{P}(S).$$

Of course, $BnP_p(S) = BnP_p(S^c)$.

The concepts of accuracy, quality of approximation, reducts and core can be extended to the approximation of the outranking relation by multigraded dominance relations. The accuracy of approximation of $S$ and $S^c$ by $P \subseteq C$ is defined, respectively, by the ratios:

$$\alpha_P(S) = \frac{|\mathcal{P}(S)|}{|\overline{\mathcal{P}}(S)|}, \quad \alpha_P(S^c) = \frac{|\mathcal{P}(S^c)|}{|\overline{\mathcal{P}}(S^c)|}.$$  

The coefficient

$$\gamma_P = \frac{|\mathcal{P}(S) \cup \mathcal{P}(S^c)|}{|B|}$$

defines the quality of approximation of $S$ and $S^c$ by $P \subseteq C$. It expresses the ratio of all pairs of objects $(x,y) \in B$ correctly assigned to $S$ and $S^c$ by the set $P$ of criteria, to the number of all the pairs of objects contained in $B$. Each minimal subset $P' \subseteq P$ such that $\gamma_P = \gamma_{P'}$ is called a reduct of $P$ (denoted by RED$_S(P)$). Let us remark that $S_{PCT}$ can have more than one reduct. The intersection of all reducts is called the core (denoted by CORE$_S(P)$).

Using the approximations defined above, it is then possible to induce a generalized description of the preferential information contained in a given $S_{PCT}$, in terms of suitable decision rules. The syntax of these rules is based on the concept of upward cumulated preferences (denoted by $P^h_q$) and downward cumulated preferences (denoted by $P^h_q$), having the following interpretation:

- $xP^h_q y$ means “$x$ is preferred to $y$ with respect to $q$ by at least degree $h$”,
- $xP^h_q y$ means “$x$ is preferred to $y$ with respect to $q$ by at most degree $h$”.

Exact definitions of the cumulated preferences, for each $(x,y) \in A \times A, q \in C$ and $h \in H_q$, are the following:
• $xP_k^g y$, where $k \in H_q$ and $k >^g h$,
• $xP_k^h y$, where $k \in H_q$ and $k <^h h$.

Using the above concepts, three types of decision rules can be obtained:

1. $D_>$-decision rules, being statements of the type:
   
   \[ \text{if } xP_{q_1}^{h(q_1)} y \text{ and } xP_{q_2}^{h(q_2)} y \text{ and } \ldots \text{ and } xP_{ap}^{h(qp)} y, \text{ then } xS^c y, \]

   where $P = \{q_1, q_2, \ldots, q_p\} \subseteq C$ and $(h(q_1), h(q_2), \ldots, h(qp)) \in H_{q_1} \times H_{q_2} \times \ldots \times H_{ap}$; these rules are supported by pairs of objects from the $P$-lower approximation of $S$ only;

2. $D_\subseteq$-decision rules, being statements of the type:
   
   \[ \text{if } xP_{q_1}^{h(q_1)} y \text{ and } xP_{q_2}^{h(q_2)} y \text{ and } \ldots \text{ and } xP_{ap}^{h(qp)} y, \text{ then } xS^c y, \]

   where $P = \{q_1, q_2, \ldots, qp\} \subseteq C$ and $(h(q_1), h(q_2), \ldots, h(qp)) \in H_{q_1} \times H_{q_2} \times \ldots \times H_{ap}$; these rules are supported by pairs of objects from the $P$-lower approximation of $S^c$ only;

3. $D_<_-$-decision rules, being statements of the type:
   
   \[ \text{if } xP_{q_1}^{h(q_1)} y \text{ and } xP_{q_2}^{h(q_2)} y \text{ and } \ldots \text{ and } xP_{aq}^{h(qp)} y, \text{ then } xS^v y \text{ or } xS^c y, \]

   where $O' = \{q_1, q_2, \ldots, qk\} \subseteq C$, $O'' = \{qk + 1, qk + 2, \ldots, qp\} \subseteq C$, $P = O' \cup O''$, $O'$ and $O''$ not necessarily disjoint, $(h(q_1), h(q_2), \ldots, h(qp)) \in H_{q_1} \times H_{q_2} \times \ldots \times H_{ap}$; these rules are supported by objects from the $P$-boundary of $S$ and $S^c$ only.

The decision rules, inferred from the approximation of $S$ and $S^c$ on $A$, are then applied to a set $M$ of objects in order to obtain a recommendation for the decision problem at hand. After the application of the decision rules to each pair of objects $(u, v) \in M \times M$, one of the following four situations may occur:

• $uSv$ and not $uS^c v$, that is true outranking (denoted by $uS^T v$),
• $uS^c v$ and not $uSv$, that is false outranking (denoted by $uS^F v$),
• $uSv$ and $uS^c v$, that is contradictory outranking (denoted by $uS^K v$),
• not $uSv$ and not $uS^c v$, that is unknown outranking (denoted by $uS^U v$).

The four above situations, which together constitute the so-called four-valued outranking (see Tsoukias and Vincke, 1995, 1997), have been introduced to underline the presence and absence of positive and negative reasons for the outranking. Moreover, they make it possible to distinguish contradictory situations from unknown ones.

A final recommendation can be obtained upon a suitable exploitation of the presence and the absence of outranking $S$ and $S^c$ on $M$. A possible exploitation procedure consists in calculating a specific score, called Net Flow Score, for each object $x \in M$:

\[ S_{nf}(x) = S^{++}(x) - S^{+-}(x) + S^{-+}(x) - S^{--}(x), \]

where

\[ S^{++}(x) = |\{y \in M : \text{ there is at least one decision rule which affirms } xS^c y\}|, \]
\[ S^{+-}(x) = |\{y \in M : \text{ there is at least one decision rule which affirms } yS^c x\}|, \]
\[ S^{-+}(x) = |\{y \in M : \text{ there is at least one decision rule which affirms } yS^v x\}|, \]
\[ S^{--}(x) = |\{y \in M : \text{ there is at least one decision rule which affirms } xS^v y\}|. \]

The recommendation in ranking problems consists of the total preorder determined by $S_{nf}(x)$ on $M$; in choice problems it consists of the object(s) $x^* \in M$ such that $S_{nf}(x^*) = \max S_{nf}(x)$.

The exploitation procedure described above has been recently characterized with reference to a number of desirable properties (Greco et al., 1997, 1998), however, a thorough axiomatic analysis of this and other
exploitation procedures used to obtain a recommendation in choice and ranking problems has been carried out by Greco et al. (1997b).

Let us remark that a fuzzy extension of the multigraded approximation of relations $S$ and $S^c$ has been proposed by Greco et al. (1998f, 1999c).

5.3. Dominance without degrees of preference

The degree of graded preference considered in Section 5.1 is defined on a quantitative scale of the strength of preference $k_q$, $q \in C$. However, in many real world problems, the existence of such a quantitative scale is rather questionable. Roy (1999) distinguishes the following cases:

- preferences expressed on an ordinal scale: this is the case where the difference between two evaluations has no clear meaning;
- preferences expressed on a quantitative scale: this is the case where the scale is defined with reference to a unit clearly identified, such that it is meaningful to consider an origin (zero) of the scale and ratios between evaluations (ratio scale);
- preferences expressed on a numerical non-quantitative scale: this is an intermediate case between the previous two; there are two well-known particular cases:
  - interval scale, where it is meaningful to compare ratios between differences of pairs of evaluations,
  - scale for which a complete preorder can be defined on all possible pairs of evaluations.

The strength of preference $k_q$ and, therefore, the graded preference considered in Section 5.1, is meaningful when the scale is quantitative or numerical non-quantitative. If the information about $k_q$ is non-available, then it is possible to define a rough approximation of $S$ and $S^c$ using a specific dominance between pairs of objects from $A \times A$, defined on an ordinal scale represented by evaluations $c_q(x)$ on criterion $q$, for $x \in A$ (Greco et al., 1999c). Let us explain this latter case in detail.

Let $C^O$ be the set of criteria expressing preferences on an ordinal scale, and $C^N$ the set of criteria expressing preferences on a quantitative scale or a numerical non-quantitative scale, such that $C^O \cup C^N = C$ and $C^O \cap C^N = \emptyset$. Moreover, for each $P \subseteq C$, we denote by $P^O$ the subset of $P$ composed of criteria expressing preferences on an ordinal scale, i.e. $P^O = P \cap C^O$, and $P^N$ the subset of $P$ composed of criteria expressing preferences on a quantitative scale or a numerical non-quantitative scale, i.e. $P^N = P \cap C^N$. Of course, for each $P \subseteq C$, we have $P = P^N \cup P^O$ and $P^O \cap P^N = \emptyset$.

If $P = P^N$ and $P^O = \emptyset$, then the definition of dominance is the same as in the case of multigraded dominance (Section 5.2). If $P = P^O$ and $P^N = \emptyset$, then, given $(x, y), (w, z) \in A \times A$, the pair $(x, y)$ is said to dominate the pair $(w, z)$, with respect to criteria from $P$, if for each $q \in P$, $c_q(x) \geq c_q(w)$ and $c_q(y) \geq c_q(z)$. Let $D_{[q]}$ be the dominance relation confined to the single criterion $q \in P^O$. The binary relation $D_{[q]}$ is reflexive $(x, y)D_{[q]}(x, y)$ for any $(x, y) \in A \times A$, transitive $(x, y)D_{[q]}(w, z), (w, z)D_{[q]}(u, v)$ imply $(x, y)D_{[q]}(u, v)$, for any $(x, y), (w, z), (u, v) \in A \times A$, but non-complete (it is possible that not $(x, y)D_{[q]}(w, z)$ and not $(w, z)D_{[q]}(x, y)$ for some $(x, y), (w, z) \in A \times A$). Therefore, $D_{[q]}$ is a partial preorder. Since the intersection of partial preorders is also a partial preorder and $D_P = \bigcap_{q \in P} D_{[q]}$, $P = P^O$, then the dominance relation $D_P$ is also a partial preorder.

If some criteria from $P \subseteq C$ express preferences on a quantitative or a numerical non-quantitative scale and others on an ordinal scale, i.e. if $P^N \neq \emptyset$ and $P^O \neq \emptyset$, then, given $(x, y), (w, z) \in A \times A$, the pair $(x, y)$ is said to dominate the pair $(w, z)$ with respect to criteria from $P$, if $(x, y)$ dominates $(w, z)$ with respect to both $P^N$ and $P^O$. Since the dominance relation with respect to $P^N$ is a partial preorder on $A \times A$ (because it is a multigraded dominance) and the dominance relation with respect to $P^O$ is also a partial preorder on $A \times A$ (as explained above), then also the dominance $D_P$, being the intersection of these two dominance relations, is a partial preorder. In consequence, all the concepts introduced in the previous point can be restored using this specific definition of dominance relation.
Using the approximations of $S$ and $S'$ based on the dominance relation defined above, it is possible to induce a generalized description of the available preferential information, in terms of decision rules. The decision rules are of the same type as the rules already introduced in the previous point, however, the conditions on criteria from $C^O$ are expressed directly in terms of evaluations belonging to domains of these criteria. Let $C_q = \{c_q(x), x \in A\}$ denote the domain of ordinal criterion $q \in C^O$. The decision rules have in this case the following syntax:

1. $D_\geq$-decision rule, being a statement of the type:

   \[
   \text{if } \ xP_{q_1} \geq h(q_1) y \text{ and } \ldots \ xP_{q_e} \geq h(q_e) y \text{ and } c_{q_{e+1}}(x) \geq r_{q_{e+1}} \text{ and } c_{q_{e+1}}(y) \leq s_{q_{e+1}} \text{ and } \ldots \ c_{q_p}(x) \geq r_{q_p} \text{ and } c_{q_p}(y) \leq s_{q_p}, \text{ then } xS_y,
   \]

   where $P = \{q_1, \ldots, q_p\} \subseteq C$, $P^N = \{q_1, \ldots, q_e\}$, $P^O = \{q_{e+1}, \ldots, q_p\}$, $(h(q_1), \ldots, h(q_e)) \in H_{q_1} \times \cdots \times H_{q_e}$ and $(r_{q_{e+1}}, \ldots, r_{q_p})$, $(s_{q_{e+1}}, \ldots, s_{q_p}) \in C_{q_{e+1}} \times \cdots \times C_{q_p}$, these rules are supported by pairs of objects from the $P$-lower approximation of $S$ only;

2. $D_\leq$-decision rule, being a statement of the type:

   \[
   \text{if } \ xP_{q_1} \leq h(q_1) y \text{ and } \ldots \ xP_{q_e} \leq h(q_e) y \text{ and } c_{q_{e+1}}(x) \leq r_{q_{e+1}} \text{ and } c_{q_{e+1}}(y) \geq s_{q_{e+1}} \text{ and } \ldots \ c_{q_p}(x) \leq r_{q_p} \text{ and } c_{q_p}(y) \geq s_{q_p}, \text{ then } xS_y,
   \]

   where $P = \{q_1, \ldots, q_p\} \subseteq C$, $P^N = \{q_1, \ldots, q_e\}$, $P^O = \{q_{e+1}, \ldots, q_p\}$, $(h(q_1), \ldots, h(q_e)) \in H_{q_1} \times \cdots \times H_{q_e}$ and $(r_{q_{e+1}}, \ldots, r_{q_p})$, $(s_{q_{e+1}}, \ldots, s_{q_p}) \in C_{q_{e+1}} \times \cdots \times C_{q_p}$, these rules are supported by pairs of objects from the $P$-lower approximation of $S'$ only;

3. $D_{\geq \leq}$-decision rule, being a statement of the type:

   \[
   \text{if } \ xP_{q_1} \geq h(q_1) y \text{ and } \ldots \ xP_{q_e} \geq h(q_e) y \text{ and } xP_{q_{e+1}} \leq h(q_{e+1}) y \text{ and } \ldots \ xP_{q_f} \leq h(q_f) y \text{ and } c_{q_{f+1}}(x) \geq r_{q_{f+1}} \text{ and } c_{q_{f+1}}(y) \leq s_{q_{f+1}} \text{ and } \ldots \ c_{q_p}(x) \geq r_{q_p} \text{ and } c_{q_p}(y) \leq s_{q_p}, \text{ then } xS_y \text{ or } xS'_y,
   \]

   where $O' = \{q_1, \ldots, q_f\} \subseteq C$, $O'' = \{q_{f+1}, \ldots, q_p\} \subseteq C$, $P^N = O' \cup O''$, $O'$ and $O''$ not necessarily disjoint, $P^O = \{q_{f+1}, \ldots, q_p\}$, $(h(q_1), \ldots, h(q_f)) \in H_{q_1} \times \cdots \times H_{q_f}$ and $(r_{q_{f+1}}, \ldots, r_{q_p})$, $(s_{q_{f+1}}, \ldots, s_{q_p}) \in C_{q_{f+1}} \times \cdots \times C_{q_p}$, these rules are supported by pairs of objects from the $P$-boundary of $S$ and $S'$ only.

5.4. An example

Let us consider the example (Evaluation in a High School) proposed by Grabisch (1994). The students are evaluated according to the level in Mathematics, Physics and Literature. Marks are given on a scale from 0 to 20. Three students presented in Table 6 are considered.

As the high school is “scientifically” oriented, the DM (director of the school) considers Mathematics and Physics as equally important, and more important than Literature. For this reason, he comprehensively

<table>
<thead>
<tr>
<th>Student</th>
<th>Mathematics</th>
<th>Physics</th>
<th>Literature</th>
<th>(Comprehensive) Choquet evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>18</td>
<td>16</td>
<td>10</td>
<td>13.9</td>
</tr>
<tr>
<td>b</td>
<td>10</td>
<td>12</td>
<td>18</td>
<td>13.6</td>
</tr>
<tr>
<td>c</td>
<td>14</td>
<td>15</td>
<td>15</td>
<td>14.9</td>
</tr>
</tbody>
</table>
prefers student \(a\) over \(b\). Moreover, he also comprehensively prefers student \(c\) over \(a\), because \(c\) is as good in scientific subjects as in Literature while \(a\) is excellent in Mathematics and Physics but too bad in Literature. To represent this comprehensive evaluation, he tries to use the weighted sum model giving an equal weight to Mathematics and Physics, greater than the weight of Literature. He discovers, however, that this model will never represent his preference for \(c\) over \(a\), because the simple sum of all marks of \(a\) and \(c\) gives the same score for them, making them indifferent; in order to obtain a better score for \(c\), the director should give a higher weight to Literature than to Mathematics and Physics. This contradicts his original feeling about greater importance of scientific subjects than the Literature.

To solve this impossibility, Grabisch proposes to use the model of Choquet integral. The DM should give the following weights for calculation of Choquet integral:

- \(\mu(\text{Mathematics}) = \mu(\text{Physics}) = 0.45\),
- \(\mu(\text{Literature}) = 0.3\),
- \(\mu(\text{Mathematics, Physics}) = 0.5 < \mu(\text{Mathematics}) + \mu(\text{Physics}) = 0.9\),
- \(\mu(\text{Mathematics, Literature}) = 0.9 > \mu(\text{Mathematics}) + \mu(\text{Literature}) = 0.75\),
- \(\mu(\text{Physics, Literature}) = 0.9 > \mu(\text{Physics}) + \mu(\text{Literature}) = 0.75\),
- \(\mu(\text{Mathematics, Physics, Literature}) = 1\).

To apply the Choquet integral, for each student \(x\) the criteria are to be arranged in an order \(c_1, c_2, \ldots, c_n\), such that \(c_1(x) \leq c_2(x) \leq \ldots \leq c_n(x)\). The Choquet integral is then defined as follows:

\[
C(c_1(x_1), c_2(x_2), \ldots, c_n(x_n)) = \sum_{i=1}^{n} (c_i(x) - c_{i-1}(x)) \mu(J_i),
\]

where \(J_i = \{c_{i-1}, \ldots, c_n\}\) and \(c_{0}(x) = 0\) for each \(x\).

In this case the Choquet integral assigns to each student the score presented in the last column of Table 6. Let us remark that this comprehensive evaluation satisfies the DM’s preferences with respect to the three students and it respects his original feeling about greater importance of scientific subjects than the Literature. Moreover, the set of weights \(\mu\) represents positive interaction (between Mathematics and Literature, and between Physics and Literature) and negative interaction (between Mathematics and Physics) among criteria.

Now, let us use for the same problem the rough set approach. Information from Table 6 and DM’s preference-order of the students (\(c\) preferred to \(a\) preferred to \(b\)) are represented in terms of pairwise evaluations in Table 7. Note that “\(x\) preferred to \(y\)” means \(x \S y\) and \(y \S x\).

The Hasse diagram in Fig. 1 shows the partial preorder induced by dominance relation \(D_{(\text{Maths})}\) on all pairs of students with respect to the level in Mathematics.

<table>
<thead>
<tr>
<th>Pair of students</th>
<th>Mathematics</th>
<th>Physics</th>
<th>Literature</th>
<th>(Comprehensive) Outranking relation</th>
</tr>
</thead>
<tbody>
<tr>
<td>((a, a))</td>
<td>18,18</td>
<td>16,16</td>
<td>10,10</td>
<td>(S)</td>
</tr>
<tr>
<td>((a, b))</td>
<td>18,10</td>
<td>16,12</td>
<td>10,18</td>
<td>(S)</td>
</tr>
<tr>
<td>((a, c))</td>
<td>18,14</td>
<td>16,15</td>
<td>10,15</td>
<td>(S)</td>
</tr>
<tr>
<td>((b, a))</td>
<td>10,18</td>
<td>12,16</td>
<td>18,10</td>
<td>(S)</td>
</tr>
<tr>
<td>((b, b))</td>
<td>10,10</td>
<td>12,12</td>
<td>18,18</td>
<td>(S)</td>
</tr>
<tr>
<td>((b, c))</td>
<td>10,14</td>
<td>12,15</td>
<td>18,15</td>
<td>(S)</td>
</tr>
<tr>
<td>((c, a))</td>
<td>14,18</td>
<td>15,16</td>
<td>15,10</td>
<td>(S)</td>
</tr>
<tr>
<td>((c, b))</td>
<td>14,10</td>
<td>15,12</td>
<td>15,18</td>
<td>(S)</td>
</tr>
<tr>
<td>((c, c))</td>
<td>14,14</td>
<td>15,15</td>
<td>15,15</td>
<td>(S)</td>
</tr>
</tbody>
</table>
The relation

\[(x, y)D_{\text{Maths}}(w, z)\]

is true if and only if the level in Mathematics of \(x\) is at least equal to the level in Mathematics of \(w\) and the level in Mathematics of \(y\) is at most equal to the level in Mathematics of \(z\). Intuitively, the relation \(D_{\text{Maths}}\) means that, with respect to Mathematics, the interval determined by evaluations of \(x\) and \(y\) is including the interval determined by evaluations of \(w\) and \(z\), i.e. \([c_{\text{Maths}}(y), c_{\text{Maths}}(x)] \subseteq [c_{\text{Maths}}(z), c_{\text{Maths}}(w)]\). Let us remark that analogous partial preorders can be induced using dominance relations on Physics \(D_{\text{Physics}}\) and on Literature \(D_{\text{Lit}}\).

Fig. 1 shows, moreover, lower approximations and the boundary region of \(S\) and \(S^c\) with respect to Mathematics. A pair of students \((x, y)\) belongs to the lower approximation of \(S\) if \(xSy\) and there is no other pair of students \((w, z)\) such that \([c_{\text{Maths}}(y), c_{\text{Maths}}(x)] \subseteq [c_{\text{Maths}}(z), c_{\text{Maths}}(w)]\), while \(wS^c z\). Otherwise, the outranking (i.e. preference order) of pairs \((x, y)\) and \((w, z)\) is inconsistent with respect to the evaluation on Mathematics, so these pairs belong to the boundary region of \(S\) and \(S^c\).

Analogously, a pair of students \((x, y)\) belongs to the lower approximation of \(S^c\) if \(xS^cy\) and there is no other pair of students \((w, z)\) such that \([c_{\text{Maths}}(x), c_{\text{Maths}}(w)] \subseteq [c_{\text{Maths}}(y), c_{\text{Maths}}(z)]\), while \(wS^c z\). Otherwise, the outranking of the pairs \((x, y)\) and \((w, z)\) is inconsistent and they belong to the boundary region of \(S\) and \(S^c\).

One can see in Fig. 1 that the boundary region of \(S\) and \(S^c\) is composed of four pairs of students \(((a, a), (a, c), (c, a), (c, c))\). This means that it is not possible to approximate the outranking relation (i.e. preference-order) on all three students using the level in Mathematics only. In other words, the preference-order of students cannot be explained using Mathematics alone.

The Hasse diagram representing the dominance relation \(D_{\text{Physics}}\) orders the pairs of students in the same way as \(D_{\text{Maths}}\). Therefore, the lower approximations of \(S\) and \(S^c\) as well as their boundary region are the same as before. So, the information brought by the level in Physics is of the same quality as the one brought by the level in Mathematics.
As the pairs of students are ordered in the same way on the Hasse diagrams with respect to Mathematics and Physics, the conjoint consideration of Mathematics and Physics does not contribute to a better explanation of the preference-order of students.

Fig. 2 presents the Hasse diagram built on the basis of evaluations on Literature. Let us remark that there is one maximal element, the pair \((b, a)\). This means that for each pair \((x, y)\) of students we have \(bD_{\text{Lit}}(x, y)\). However, \(bS')a\). As each pair \((x', y')\) of students, for which \(x'S'y'\), is dominated by \((b, a)\), the lower approximation of \(S'\) with respect to the level in Literature is empty. The Hasse diagram has also a minimal element, the pair \((a, b)\), for which \(aSb\). Therefore, also the lower approximation of \(S'\) with respect to the level in Literature is empty. Consequently, all the pairs of students are in the boundary. In other words, the preference-order of students not only cannot be explained using Literature alone but does not give any explanation of this order.

The dominance relation \(D_{\{\text{Maths}, \text{Lit}\}}\) aggregating Mathematics and Literature puts all the pairs on the same level of the Hasse diagram, because there are no two pairs of students \((x, y)\) and \((w, z)\) such that \([c_{\text{Maths}}(y), c_{\text{Maths}}(x)] \supseteq [c_{\text{Maths}}(z), c_{\text{Maths}}(w)]\) and \([c_{\text{Lit}}(y), c_{\text{Lit}}(x)] \supseteq [c_{\text{Lit}}(z), c_{\text{Lit}}(w)]\). This permits to approximate perfectly the outranking relation \(S\) and its converse \(S'\), i.e. each pair of objects is assigned to the lower approximation of \(S\) or to the lower approximation of \(S'\) and the boundary between \(S\) and \(S'\) is empty. In other words, information brought by Mathematics and Literature permits to explain completely the given preference-order of students. The same result can be obtained for joint consideration of Physics and Literature. In terms of the rough sets theory, this means that there are two reducts for this problem

\[
\text{RED}_1 = \{\text{Mathematics, Literature}\},
\]

\[
\text{RED}_2 = \{\text{Physics, Literature}\}
\]

and, consequently, the core is

\[
\text{CORE} = \text{RED}_1 \cap \text{RED}_2 = \{\text{Literature}\}.
\]
According to the original preferential information given by the DM, Literature is not the most important criterion and, indeed, alone it is not able to explain anything about the preference-order of students. However, being the core, it is indispensable for explanation of preferences when considered together with other criteria.

The importance of and the interaction between the considered criteria can be calculated from the quality of $P$-approximation considered as fuzzy measure (see Section 2.5). Table 8 presents the quality of $P$-approximation, the Möbius index and the Shapley index with respect to considered subset $P$ of criteria.

Results in Table 8 could be commented as follows. From the Möbius index we can remark the negative interaction (redundancy) of Mathematics and Physics ($\mu = 9$) and the positive interaction (synergy) of Mathematics and Literature ($4/9$), and Physics and Literature ($4/9$). The Shapley index confirms that Mathematics and Physics, ($19/54$) are more important criteria than Literature ($16/54$). It shows also a negative interaction of Mathematics and Physics ($\lambda = 18$) and a positive interaction of Mathematics and Literature ($4/18$), and Physics and Literature ($4/18$).

It is worth noting that the quality of rough approximation and, in consequence, importance and interaction indices, are calculated from data, while the interactive weights of the Choquet integral have been given by the DM.

The following minimal set of decision rules can be induced from the considered examples (within parentheses there are pairs of students supporting the corresponding decision rules):

- “if the level of $x$ in Mathematics $\geq 10$ and the level of $y$ in Mathematics $\leq 10$, then $x$Sy” ($(a, b), (c, b), (b, b)$),

- “if the level of $x$ in Mathematics $\leq 10$ and the level of $y$ in Mathematics $\geq 14$, then $x$Sy” ($(b, a), (b, c)$),

- “if the level of $x$ in Mathematics $\geq 14$ and the level of $y$ in Mathematics $\leq 18$ and the level of $x$ in Literature $\geq 15$ and the level of $y$ in Literature $\leq 15$, then $x$Sy” ($(c, a), (c, c)$),

- “if the level of $x$ in Mathematics $\geq 14$ and the level of $y$ in Mathematics $\leq 18$ and the level of $x$ in Literature $\geq 10$ and the level of $y$ in Literature $\leq 10$, then $x$S$y$” ($(c, a), (a, a)$),

- “if the level of $x$ in Mathematics $\leq 18$ and the level of $y$ in Mathematics $\geq 14$ and the level of $x$ in Literature $\leq 10$ and the level of $y$ in Literature $\geq 15$, then $x$S$y$” ($(a, c)$).

Now, let us suppose that there is a committee composed of three members (I, II, III) giving three different rankings of students, presented in Table 9.

<table>
<thead>
<tr>
<th>Subset $P$ of criteria</th>
<th>Quality of rough approximation</th>
<th>Möbius index</th>
<th>Shapley index</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>5/9</td>
<td>5/9</td>
<td>19/54</td>
</tr>
<tr>
<td>Ph</td>
<td>5/9</td>
<td>5/9</td>
<td>19/54</td>
</tr>
<tr>
<td>L</td>
<td>0</td>
<td>0</td>
<td>16/54</td>
</tr>
<tr>
<td>M+Ph</td>
<td>5/9</td>
<td>–5/9</td>
<td>–14/18</td>
</tr>
<tr>
<td>M+L</td>
<td>1</td>
<td>4/9</td>
<td>4/18</td>
</tr>
<tr>
<td>Ph+L</td>
<td>1</td>
<td>4/9</td>
<td>4/18</td>
</tr>
<tr>
<td>M+Ph+L</td>
<td>1</td>
<td>–4/9</td>
<td>–4/9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Student</th>
<th>Member I</th>
<th>Member II</th>
<th>Member III</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>2°</td>
<td>3°</td>
<td>1°</td>
</tr>
<tr>
<td>b</td>
<td>3°</td>
<td>1°</td>
<td>2°</td>
</tr>
<tr>
<td>c</td>
<td>1°</td>
<td>2°</td>
<td>3°</td>
</tr>
</tbody>
</table>
Let us assume that the committee takes final decision according to majority rule. Therefore, $c$ is comprehensively preferred to $a$ (because I and II vote in favor of $c$ and III in favor of $b$), $a$ is preferred to $b$ (because I and III vote in favor of $a$ and II in favor of $b$) and $b$ is preferred to $c$ (because II and III vote in favor of $b$ and I in favor of $c$). There is a cycle in the preference-order of the commission: it is the very well-known Condorcet paradox.

Also in this case it is possible to represent lower and upper approximations of $S$ and $S^c$ on the basis of the Hasse diagrams used before. Fig. 3 shows the Hasse diagram with respect to Mathematics. The lower approximations of $S$ and $S^c$ are composed of only one pair of students each, $(a, b)$ and $(b, a)$, respectively. This means that using information brought by Mathematics it is possible to explain the preference relative to two pairs of students only: $(a, b)$ and $(b, a)$. Physics behaves similarly to Mathematics. Fig. 4 shows the Hasse diagram with respect to Literature and the lower approximations of $S$ and $S^c$ that are empty. Therefore, Literature alone is again not able to explain anything about the preference-order of students. Also in this case, information brought by Mathematics and Literature together permits to explain completely the preference-order of students. The same result can be obtained for joint consideration of Physics and Literature. In terms of the rough sets theory this means that there are two reducts for this problem

\[
\text{RED}_1 = \{\text{Mathematics, Literature}\},
\]

\[
\text{RED}_2 = \{\text{Physics, Literature}\}
\]

and, consequently, the core is

\[
\text{CORE} = \text{RED}_1 \cap \text{RED}_2 = \{\text{Literature}\}.
\]

As before, the importance of and the interaction between the considered criteria can be calculated from the quality of $P$-approximation considered as fuzzy measure. Table 10 presents the quality of $P$-approximation, the Möbius index and the Shapley index with respect to considered subset $P$ of criteria.

![Hasse diagram](image.png)
Let us observe that in this case the importance of Literature measured by the Shapley index increases and Literature becomes the most important criterion. Also the synergy of Mathematics and Literature or Physics and Literature increases.

Finally, the following minimal set of decision rules can explain the decision policy of the commission (between parentheses there are pairs of students supporting the corresponding decision rules):

"if the level of $x$ in Mathematics $\geq 18$ and the level of $y$ in Mathematics $\leq 10$, then $xSy$" ($(a, b)$),
"if the level of $x$ in Mathematics $\leq 10$ and the level of $y$ in Mathematics $\geq 18$, then $xS'y$" ($(b, a)$),
"if the level of $x$ in Mathematics $\geq 10$ and the level of $y$ in Mathematics $\leq 14$ and the level of $x$ in Literature $\geq 18$ and the level of $y$ in Literature $\leq 18$, then $xSy$" ($(b, c), (b, b)$),
"if the level of $x$ in Mathematics $\geq 14$ and the level of $y$ in Mathematics $\leq 18$ and the level of $x$ in Literature $\geq 15$ and the level of $y$ in Literature $\leq 15$, then $xSy$" ($(c, a), (c, c)$),
"if the level of $x$ in Mathematics $\geq 14$ and the level of $y$ in Mathematics $\leq 18$ and the level of $x$ in Literature $\geq 10$ and the level of $y$ in Literature $\leq 10$, then $xSy$" ($(c, a), (a, a)$),
"if the level of $x$ in Mathematics $\leq 14$ and the level of $y$ in Mathematics $\geq 10$ and the level of $x$ in Literature $\leq 15$ and the level of $y$ in Literature $\geq 18$, then $xS'y$" ($(c, b)$),
"if the level of $x$ in Mathematics $\leq 18$ and the level of $y$ in Mathematics $\geq 14$ and the level of $x$ in Literature $\leq 10$ and the level of $y$ in Literature $\geq 15$, then $xS'y$" ($(a, c)$).

---

**Table 10**

<table>
<thead>
<tr>
<th>Subset $P$ of criteria</th>
<th>Quality of rough approximation</th>
<th>Möbius index</th>
<th>Shapley index</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>2/9</td>
<td>2/9</td>
<td>13/54</td>
</tr>
<tr>
<td>Ph</td>
<td>2/9</td>
<td>2/9</td>
<td>13/54</td>
</tr>
<tr>
<td>L</td>
<td>0</td>
<td>0</td>
<td>28/54</td>
</tr>
<tr>
<td>M+Ph</td>
<td>2/9</td>
<td>-2/9</td>
<td>-11/18</td>
</tr>
<tr>
<td>M+L</td>
<td>1</td>
<td>7/9</td>
<td>7/18</td>
</tr>
<tr>
<td>Ph+L</td>
<td>1</td>
<td>7/9</td>
<td>7/18</td>
</tr>
<tr>
<td>M+Ph+L</td>
<td>1</td>
<td>-7/9</td>
<td>-7/9</td>
</tr>
</tbody>
</table>
The example shows that the Choquet integral is not able to represent the case of cyclic preferences, while the rough set approach is able.

6. Formal equivalence of decision rule preference models and conjoint measurement models

Traditionally, preferences are modeled using a value function $u(\cdot)$. In a multicriteria context, each object $a$ is generally seen as a vector $c(a) = (c_1(a), c_2(a), \ldots, c_m(a))$ of evaluations with reference to the $m$ criteria $c_1(a), c_2(a), \ldots, c_m(a)$. Greco et al. (1999) characterized recently such a function for multicriteria sorting. They proved that a simple cancellation property permits to induce a preference order on the domain of each criterion from the order of considered classes $Cl_t, t = 1, \ldots, n$. This is equivalent to the following model of sorting

$$u[c_1(a), c_2(a), \ldots, c_m(a)] \geq z_t \iff a \in Cl^>_t,$$

where $u(\cdot)$ is increasing in each argument and $n - 1$ ordered thresholds $z_t, t = 2, \ldots, n$, satisfy the condition $z_2 \leq z_3 \leq \ldots \leq z_n$. The authors proved, moreover, that such a model is equivalent to a sorting produced by a set of $D^>_t$-decision rules having the syntax defined in Section 4.2.2.

The above model of sorting can also be written as

$$u[c_1(a), c_2(a), \ldots, c_m(a)] \leq w_t \iff a \in Cl^<_t,$$

where $u(\cdot)$ is the same as above and $n - 1$ ordered thresholds $w_t, t = 1, \ldots, n - 1$, satisfy the condition $w_1 \leq w_2 \leq \ldots \leq w_{n-1} \leq w_n$. This model is equivalent to a sorting produced by a set of $D^<_t$-decision rules having the syntax defined in Section 4.2.2.

The authors proved, finally, that in presence of some inconsistent examples of sorting, i.e. if at least one C-boundary is nonempty, this model can be generalized as follows: there are two value functions, $u^>(\cdot)$ and $u^<_(\cdot)$, increasing in each argument, which assign a lower and an upper value to each object $a$, respectively, i.e.

$$u^>[c_1(a), c_2(a), \ldots, c_m(a)] \leq u^<_[c_1(a), c_2(a), \ldots, c_m(a)].$$

Moreover, there are $n - 1$ ordered thresholds $z_t, t = 2, \ldots, n$, and $n - 1$ ordered thresholds $w_t, t = 1, \ldots, n - 1$, satisfying

$$w_1 \leq z_2 \leq w_2 \leq \ldots \leq z_{n-1} \leq w_{n-1} \leq z_n$$

such that for each object $a$

$$u^>[c_1(a), c_2(a), \ldots, c_m(a)] \geq z_t \iff a \in C(Cl^>_t),$$

$$u^<_[c_1(a), c_2(a), \ldots, c_m(a)] \leq w_t \iff a \in C(Cl^<_t).$$

If there is no inconsistent example of sorting, the above model boils down to the previous ones.

When used for multicriteria ranking or choice problems, value function $u(\cdot)$ is requested to satisfy the property that object $a$ is at least as good as object $b$, i.e. $aSb$, iff $u(a) \geq u(b)$. This implies that the relation $S$ is complete (for each couple of objects $a, b$, $aSb$ and/or $bSa$) and transitive (for each triple of objects $a, b, c$, $aSb$ and $bSc$ imply $aSc$). It is often assumed that the value function is additive (see, e.g., Keeney and Raiffa, 1976, and Krantz et al., 1978; Wakker, 1989, for an axiomatic characterization), i.e.,
The function $\hat{q}_m$ of $S$ in inconsistent in the preferences. This model is based on the concepts of
axiom.

we proved that it is always possible to obtain that representation, i.e.
$S$ may not be complete, that is some objects may be incomparable,
the compensation between evaluations of conflicting criteria is far more complex than the capacity of rep-resent-ation by the additive value function.
To take these limitations into account, a variety of extensions have been proposed (e.g. Tversky, 1969,
Fishburn, 1991). Bouyssou and Pirlot (1996) have proposed a model generalizing the previous ones and
creating an axiomatic basis to many multicriteria decision methods proposed in the literature (see, e.g. Roy,
1993; Vincke, 1992). This model drops additivity, transitivity and completeness properties, and may be
written as

\[ a \leq b \text{ iff } F[\Psi_q(c_q(a), c_q(b))]_{q=1,\ldots,m} \geq 0, \]

where $\Psi_q : \mathbb{R}^2 \rightarrow \mathbb{R}$ is a non-decreasing function in its first argument and a non-increasing function in its
second argument, for $q = 1, \ldots, m$, and $F : \mathbb{R}^m \rightarrow \mathbb{R}$ is a non-decreasing function in every one of its arguments. Observe that the values assumed by the function $\Psi_q$ may be interpreted as a measure of the
strength of preference of $a$ over $b$ with respect to criterion $q$, $q = 1, \ldots, m$. Thus, $\Psi_q$ plays the same role as the function $k_q$ in the definition of the PCT.

Recently, Greco et al. (1998h, 1999b) have proposed some more general models of conjoint measurement.
The first model can be written as (Greco et al., 1998h):

(ii) $a \leq b \text{ iff } G[\Psi_q(c_q(a), c_q(b))]_{q=1,\ldots,k, \; c_q(a), c_q(b), \; q=k+1,\ldots,m} \geq 0,$

where the indices of the considered criteria are reordered such that $\{1, \ldots, k\}$ is the set of criteria for which
the preference is expressed on a quantitative or a numerical non-quantitative scale, and $\{k+1, \ldots, m\}$ is the
set of criteria for which the preference is expressed on an ordinal scale; $\Psi_q$ is defined as above for $q = 1, \ldots, k$, and $G : \mathbb{R}^{k+2(m-k)} \rightarrow \mathbb{R}$ is a non-decreasing function in its first $k$ arguments, non-decreasing in each $(k+\text{'odd'})$ argument (‘odd’ $= 1, 3, \ldots, 2(m-k) - 1$) and non-increasing in each $(k+\text{'even'})$ argument (‘even’ $= 2, 4, \ldots, 2(m-k)$). We proved that model (ii) is based on the same axioms as the model (i), with the exception of an axiom which introduces a total preorder in the set of pairs $(c_q(a), c_q(b))$, for each
$q \in \{1, \ldots, m\}$. More precisely, this axiom is accepted only for $q = 1, \ldots, k$, i.e. for the set of criteria with a
quantitative or a numerical non-quantitative preference scale.

Moreover, Greco et al. (1999b) have proposed a model of conjoint measurement to represent some
inconsistencies in the preferences. This model is based on the concepts of $C$-lower and $C$-upper approximation of $S$ and $S^c$, and of $C$-boundary of $S$ and $S^c$, where $C = \{1, \ldots, m\}$. This model can be written as

(iiiia) $(a, b) \in \mathcal{C}(S)$ iff $G[\Psi_q(c_q(a), c_q(b))]_{q=1,\ldots,k, \; c_q(a), c_q(b), \; q=k+1,\ldots,m} \geq t_2,$

(iiib) $(a, b) \in \mathcal{C}(S^c)$ iff $G[\Psi_q(c_q(a), c_q(b))]_{q=1,\ldots,k, \; c_q(a), c_q(b), \; q=k+1,\ldots,m} \leq t_1,$

(iiiic) $(a, b) \in B_n C(S)$ (or, equivalently, $(a, b) \in B_n C(S^c)$)

iff $t_1 < G[\Psi_q(c_q(a), c_q(b))]_{q=1,\ldots,k, \; c_q(a), c_q(b), \; q=k+1,\ldots,m} < t_2,$

where $\Psi_q$ and $G$ are defined as above and $t_1, t_2 \in \mathbb{R}$ such that $t_1 < t_2$. With respect to the model (iiiia)–(iiiic),
we proved that it is always possible to obtain that representation, i.e. $S$ should not satisfy any specific axiom.
It is interesting to compare the above models of conjoint measurement with the decision rule preference models resulting from the rough set approach (Sections 5.2 and 5.3). The following results have been proved:

1. the outranking relation $S$ may be represented by means of the non-additive, non-transitive and non-complete model (i) if and only if it may be represented by means of a set of $D_\succ$-decision rules having a syntax defined in Section 5.2 (Greco et al., 1998d),

2. the outranking relation $S$ may be represented by means of the non-additive, non-transitive and non-complete model ii) if and only if it may be represented by means of a set of $D_\succ$-decision rules having a syntax defined in Section 5.3 (Greco et al., 1998h).

Greco et al. (1999e) have also pointed out the clear equivalence between the representation of $S$ and $S^c$ obtained using the rough set approach proposed in Section 5 and the model of conjoint measurement (iiia)–(iiic). Furthermore, they observed that the rough set representation presented in Section 5.2 can be viewed as a particular case of the representation proposed in Section 5.3, when the set of criteria with an ordinal preference scale is empty.

7. Conclusions

In this paper, we made a synthesis of the contribution of the extended rough sets theory to MCDA. Classical use of the rough set approach, and more generally, of machine learning, data mining and knowledge discovery, is confined to problems of multiattribute classification, i.e. problems where neither the values of attributes describing the objects, nor the classes to which the objects are assigned, are preference-ordered. On the other hand, MCDA deals with problems where descriptions (evaluations) of objects (actions) by means of attributes (criteria), as well as decisions in sorting, choice and ranking problems, are preference-ordered. The extension of the rough set approach to problems in which preference-order properties are important is possible upon two main methodological contributions extensively discussed in this paper:

1. approximation by dominance relations, which allows to deal with preference-order properties of criteria,
2. analysis of pairwise comparison table, which allows to handle preference relations for choice and ranking problems.

Let us point out the main advantages of the extended rough set approach to MCDA in comparison with classical approaches:

- preferential information necessary to deal with a multicriteria decision problem is asked to the DM in terms of exemplary decisions,
- the rough set analysis of preferential information supplies some useful elements of knowledge about the decision situation; these are: the relevance of attributes and/or criteria, information about their interaction (from quality of approximation and its analysis using fuzzy measures theory), minimal subsets of attributes or criteria (reducts) conveying the relevant knowledge contained in the exemplary decisions, the set of the non-reducible attributes or criteria (core),
- the preference model induced from the preferential information is expressed in a natural and comprehensible language of “if . . . , then . . . ” decision rules,
- heterogeneous information (qualitative and quantitative, preference-ordered or not, crisp and fuzzy evaluations, and ordinal and cardinal scales of preferences, missing values) can be processed within the extended rough set approach, while classical MCDA methods consider only quantitative ordered evaluations with rare exceptions,
- the decision rule preference model resulting from the rough set approach is more general than all existing models of conjoint measurement due to its capacity of handling inconsistent preferences (a new model of
conjoint measurement is formally equivalent to the decision rule preference model handling inconsistencies,

- the proposed methodology is based on elementary concepts and mathematical tools (sets and set operations, binary relations), without recourse to any algebraic or analytical structures; the main idea is very natural and, in a certain sense, even objective: dominance relation.

Let us conclude with a metaphor. Rough sets theory and multicriteria decision theory were like small worlds speaking their own languages. The language of rough sets did not include the words like criterion, choice, ranking, sorting. On the other hand, the language of multicriteria decision theory did not use words like approximation, reduct, core, decision rule. The results presented in this paper permitted rough sets theory and MCDA to communicate in a new language in which these words coexist and are semantically related. This communication permitted to create an added value for both theories. The rough sets theory entered the world of decision problems in which preference-orders are considered. Multicriteria decision analysis was equipped with new preference models composed of decision rules. Moreover, even if the concept of inconsistency was known in MCDA, there were only few tools to deal with it. The use of the decision rule model and the capacity of handling inconsistent preferential information opened a fascinating research field to MCDA.
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