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Abstract

Quantum-behaved particle swarm optimization (QPSO) algorithm is a global convergence guaranteed algorithms, which outperforms original PSO in search ability but has fewer parameters to control. In this paper, we propose an improved quantum-behaved particle swarm optimization with weighted mean best position according to fitness values of the particles. It is shown that the improved QPSO has faster local convergence speed, resulting in better balance between the global and local searching of the algorithm, and thus generating good performance. The proposed improved QPSO, called weighted QPSO (WQPSO) algorithm, is tested on several benchmark functions and compared with QPSO and standard PSO. The experiment results show the superiority of WQPSO.

© 2008 Published by Elsevier Inc.

1. Introduction

Over the past several decades, population-based random optimization techniques, such as evolutionary algorithm and swarm intelligence optimization, have been widely employed to solve global optimization (GO) problems. Four well-known paradigms for evolutionary algorithms are genetic algorithms (GA) [1], evolutionary programming (EP) [2], evolution strategies (ES) [3] and genetic programming (GP) [4]. These methods are motivated by natural evolution. The particle swarm optimisation (PSO) method is a member of a wider class of swarm intelligence methods used for solving GO problems. The method was originally proposed by Kennedy as a simulation of social behaviour of bird flock and was first introduced as an optimisation method in 1995 [5]. Instead of using evolutionary operators to manipulate the individuals as in other evolutionary algorithms, PSO relies on the exchange of information between individuals. Each particle in PSO flies in search space with a velocity, which is dynamically adjusted according to its own former information. Since 1995, many attempts have been made to improve the performance of the PSO [6,7]. As far as the PSO itself concerned, however, it is not a global optimization algorithm, as has been demonstrated by Van den Bergh [8]. In [9,10], Sun et al. introduce quantum theory into PSO and propose a quantum-behaved PSO (QPSO) algorithm, which can be guaranteed theoretically to find optimal solution in search space. The experiment results on some widely used benchmark functions show that the QPSO works better than standard PSO and should be a promising algorithm.

In this paper, in order to balance the global and local searching abilities, we introduce a weight parameter in calculating the mean best position in QPSO to render the importance of particles in population when they are evolving, and thus proposed an improved quantum-behaved particle swarm optimization algorithm, weighted QPSO (WQPSO). The rest part of the paper is organized as follows. In Section 2, a brief introduction of PSO is given. The QPSO is introduced in Section 3. In Section 4, we propose the improved QPSO and show how to balance the searching abilities to guarantee the better convergence...
speed of particles. Some experiments result on benchmark functions and discussions are presented in Section 5. Finally, the paper is concluded in Section 6.

2. PSO algorithms

Particle swarm optimization (PSO), first introduced by Kennedy and Eberhart [5], is a population-based optimization technique, where a population is called a swarm. A simple explanation of the PSO’s operation is as follows. Each particle represents a possible solution to the optimization task at hand. During each iteration, the accelerating direction of one particle determined by its own best solution found so far and the global best position discovered so far by any of the particles in the swarm. This means that if a particle discovers a promising new solution, all the other particles will move closer to it, exploring the region more thoroughly in the process.

Let \( M \) denote the swarm size and \( n \) the dimensionality of the search space. Each individual \( i (1 \leq i \leq M) \) has the following attributes: A current position in the search space \( \mathbf{X}_i = (X_{i,1}, X_{i,2}, \ldots, X_{i,n}) \), a current velocity \( \mathbf{V}_i = (V_{i,1}, V_{i,2}, \ldots, V_{i,n}) \), and a personal best (pbest) position (the position giving the best fitness value experience by the particle) \( \mathbf{P}_i = (P_{i,1}, P_{i,2}, \ldots, P_{i,n}) \). At each iteration, each particle in the swarm updates its velocity according to (1), assuming that the function \( f \) is to be minimized, and that \( r_1 \sim U(0,1), r_2 \sim U(0,1) \) are two random numbers uniformly distributed in the interval \((0,1)\)

\[
V_{ij}(t+1) = w \cdot V_{ij}(t) + c_1 \cdot r_{1,i}(t) \cdot [P_{ij}(t) - X_{ij}(t)] + c_2 \cdot r_{2,i}(t) \cdot [P_g(t) - X_{ij}(t)]
\]

(1)

for all \( j \in 1, 2, \ldots, n \), where \( V_{ij} \) is the velocity of the \( j \)th dimension of the \( i \)th particle, and \( c_1 \) and \( c_2 \) called the acceleration coefficients. The new position of a particle can be calculated using (2)

\[
X_{ij}(t+1) = X_{ij}(t) + V_{ij}(t+1).
\]

(2)

The personal best (pbest) position of each particle is updated using the following formula:

\[
P_i(t+1) = \begin{cases} P_i(t), & \text{if } f(X_i(t+1)) \geq f(P_i(t)), \\ X_i(t+1), & \text{if } f(X_i(t+1)) \leq f(P_i(t)) \end{cases}
\]

(3)

and the global best (gbest) position found by any particle during all previous iterations, \( P_g \), is defined as

\[
P_g(t+1) = \arg\min_{P_i} f(P_i(t+1)), \quad 1 \leq i \leq M.
\]

(4)

The value of each component in every \( V \) vector should be clamped to the range \([-V_{\max}, V_{\max}]\) to reduce the likelihood of particles’ leaving the search space. The value of \( V_{\max} \) is usually chosen to be \( k \times X_{\max} \) with \( 0.1 \leq k \leq 1.0 \), where \( X_{\max} \) is the upper limit of the search scope on each dimension \([14,15] \).

The parameter \( w \) in (1) is called the inertia weight that is typically set up to vary linearly from 0.9 to 0.4 during the course of search process. The inclusion of inertia weight leads to faster convergence of the PSO algorithm.

The acceleration coefficients \( c_1 \) and \( c_2 \) can be used to control how far a particle will move in a single iteration and thus may exert an great influence on the convergence speed of PSO. Typically, these are both set to a value of 2.0, although assigning different values to \( c_1 \) and \( c_2 \) sometimes leads to better performance.

An other version of PSO with introduction of constriction factor in the algorithm owes to Clerc [16]. The update equation of the velocity in this version is as follows:

\[
V_{ij}(t+1) = \chi [V_{ij}(t) + c_1 \cdot r_{1,i} \cdot (P_{ij}(t) - X_{ij}(t)) + c_2 \cdot r_{2,i} \cdot (P_g(t) - X_{ij}(t))],
\]

(5)

where

\[
\chi = \frac{2}{2 - \varphi - \sqrt{\varphi^2 - 4\varphi}}
\]

(6)

and \( \varphi = c_1 + c_2, \varphi > 4 \). It has been suggested that a constriction factor may help to ensure convergence. The constriction factor, as shown in (5) and (6), could replace the \( V_{\max} \) clamping.

3. Quantum-behaved particle swarm optimization

Trajectory analyses in [16] demonstrated that, to guarantee convergence of PSO algorithm, each particle must converge to its local attractor \( p_i = (p_{i,1}, p_{i,2}, \ldots, p_{i,n}) \), of which the coordinates are defined as

\[
p_{ij}(t) = (c_1 P_{ij}(t) + c_2 P_g(t))/(c_1 + c), \quad j = 1, 2, \ldots, n
\]

(7)

or

\[
p_{ij}(t) = \varphi \cdot P_{ij}(t) + (1 - \varphi) \cdot P_g(t), \varphi \sim U(0,1), \quad j = 1, 2, \ldots, n,
\]

(8)

where \( \varphi = c_1 r_1/(c_1 r_1 + c_2 r_2) \). It can be seen that the local attractor is a stochastic attractor of particle \( i \) that lies in a hyper-rectangle with \( P_i \) and \( P_g \) being two ends of its diagonal. We introduce the concepts of QPSO as follows.
Assume that each individual particle move in the search space with a δ potential on each dimension, of which the center is the point \( p_\delta \). For simplicity, we consider a particle in one-dimensional space, with point \( p \) the center of potential. Solving Schrödinger equation of one-dimensional δ potential well, we can get the probability density function \( Q \) and distribution function \( F \)

\[
Q(X_{ij}(t+1)) = \frac{1}{L_{ij}(t)} e^{-2p_{ij}(t)-X_{ij}(t+1)/L_{ij}(t)},
\]

\[
F(X_{ij}(t+1)) = e^{-2p_{ij}(t)-X_{ij}(t+1)/L_{ij}(t)},
\]

where \( L_{ij}(t) \) is standard deviation of the distribution, which determines search scope of each particle. Employing Monte Carlo method for (11), we can obtain the position of the particle using following equation:

\[
X_{ij}(t+1) = p_{ij}(t) \pm \frac{L_{ij}(t)}{2} \ln(1/u) \quad u = \text{rand}(0,1),
\]

where \( u \) is a random number uniformly distributed in (0,1).

To evaluate \( L_{ij}(t) \), in [10], a global point called Mainstream Thought or mean best position of the population is introduced into PSO. The global point, denoted as \( m \), is defined as the mean of the \( p_{\text{best}} \) positions of all particles. That is

\[
m(t) = (m_1(t), m_2(t), \ldots, m_n(t)) = \left( \frac{1}{M} \sum_{i=1}^{M} p_{1i}(t), \frac{1}{M} \sum_{i=1}^{M} p_{2i}(t), \ldots, \frac{1}{M} \sum_{i=1}^{M} p_{ni}(t) \right),
\]

where \( M \) is the population size and \( p_i \) is the \( p_{\text{best}} \) position of particle \( i \). The values of \( L_{ij}(t) \) is determined by

\[
L_{ij}(t) = 2\beta \cdot |m_j(t) - X_{ij}(t)|
\]

and thus the position can be calculated by

\[
X_{ij}(t+1) = p_{ij}(t) \pm \beta \cdot |m_j(t) - X_{ij}(t)| \cdot \ln(1/u),
\]

where parameter \( \beta \) is called contraction–expansion coefficient, which can be tuned to control the convergence speed of the algorithms. The PSO with Eq. (14) is called quantum-behaved particle swarm optimization (QPSO). The QPSO algorithm is described as follows.

Initialize population: random \( X[i] \) and set \( P[i]=X[i] \); do 

- find out mbest using Eq. (12);
  - for \( i=1 \) to population size \( M \)
    - \( g=\arg\min(f(P[i])) \);
    - for \( j=1 \) to dimensionality \( n \)
      - \( \eta=\text{rand}(0,1) \);
      - \( p[i][j]=\eta \cdot P[i][j] + (1-\eta) \cdot P[g][j] \);
      - \( u=\text{rand}(0,1) \);
      - if \( \text{rand}(0,1) > 0.5 \)
        - \( X[i][j]=p[i][j]-\beta \cdot \text{abs}(m[j]-X[i][j]) \cdot \ln(1/u) \);
      - else
        - \( X[i][j]=p[i][j]+\beta \cdot \text{abs}(m[j]-X[i][j]) \cdot \ln(1/u) \);
    - endif
  - endfor
  - \( P[i]=X[i] \);
- until termination criterion is met

4. Weighted quantum-behaved particle swarm optimization

As mentioned above, in the QPSO, the mean best position \( m \) is introduced to evaluate the value of \( L \), making the algorithm more efficient than that proposed in [9]. From Eq. (12), we can see that the mean best position is simply the average on the personal best position of all particles, which means that each particle is considered equal and exert the same influence on the value of \( m \). The philosophy of this method is that the Mainstream Thought, that is, mean best position \( m \), determines the search scope or creativity of the particle [10]. The definition of the Mainstream Thought as mean of the personal best positions is somewhat reasonable. The equally weighted mean position, however, is something of paradox, compared with the evolution of social culture in real world. For one thing, although the whole social organism determines the Mainstream Thought, it is not properly to consider each member equal. In fact, the elitists play more important role in culture.
development. With this in mind when we design a new control method for the QPSO in this paper, \( m \) in Eq. (12) is replaced for a weighted mean best position.

The most important problem is to determine whether a particle is an elitist or not, or say it exactly, how to evaluate its importance in calculate the value of \( m \). It is natural, as in other evolutionary algorithm, that we associate elitism with the particles' fitness value. The greater the fitness, the more important the particle is. Describing it formally, we can rank the particle in descendent order according to their fitness value first. Then assign each particle a weight coefficient decreasing with the particle's rank, that is, the nearer the best solution, the larger its weight coefficient is. The mean best position \( m \), therefore, is calculated as

\[
m(t) = (m_1(t), m_2(t), \ldots, m_3(t)) = \left( \frac{1}{M} \sum_{i=1}^{M} a_{1i} P_{i1}(t), \frac{1}{M} \sum_{i=1}^{M} a_{2i} P_{i2}(t), \ldots, \frac{1}{M} \sum_{i=1}^{M} a_{ni} P_{in}(t) \right)
\]

where \( a_i \) is the weight coefficient for each particle decreases linearly from 1.5 to 0.5.

### 5. Experiment results

To test the performance of the improved QPSO (WQPSO), five benchmark functions listed in Table 1 are used here for comparison with QPSO algorithm in [10].

These functions are all minimization problems with minimum value zeros. In our experiments, the initial range of the population in Table 1 is asymmetry as used in [9–11].

The fitness value is set as function value and the neighborhood of a particle is the whole population. We had 100 trial runs for every instance and recorded mean best fitness and standard deviation. In order to investigate the scalability of the algorithm, different population sizes \( M \) are used for each function with different dimensions. The population sizes are 20, 40 and 80 and the maximum generation is set as 1000, 1500 and 2000 corresponding to the dimensions 10, 20 and 30 for five func-

<table>
<thead>
<tr>
<th>Functions</th>
<th>Formulations</th>
<th>Initialization</th>
<th>Max. range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere function ( f_1 )</td>
<td>( f_1(x) = \sum_{i=1}^{n} x_i^2 )</td>
<td>(50,100)</td>
<td>100</td>
</tr>
<tr>
<td>Rosenbrock function ( f_2 )</td>
<td>( f_2(x) = \sum_{i=1}^{n} (100(x_{i+1} - x_i)^2 + (x_i - 1)^2) )</td>
<td>(15,30)</td>
<td>100</td>
</tr>
<tr>
<td>Rastrigin function ( f_3 )</td>
<td>( f_3(x) = \sum_{i=1}^{n} (x_i^2 - 10 \cos(2\pi x_i) + 10) )</td>
<td>(2.56,5.12)</td>
<td>10</td>
</tr>
<tr>
<td>Griewank function ( f_4 )</td>
<td>( f_4(x) = \sum_{i=1}^{n} \left( \frac{x_i^2}{4000} - \cos(x_i) + 1 \right) )</td>
<td>(300,600)</td>
<td>600</td>
</tr>
<tr>
<td>De Jong's function ( f_5 )</td>
<td>( f_5(x) = \sum_{i=1}^{n} x_i^2 )</td>
<td>(30,100)</td>
<td>100</td>
</tr>
</tbody>
</table>
tions, respectively. We make three groups of experiments, with each to test the standard PSO (SPSO), the QPSO and the weight QPSO (WQPSO). In the first group of experiments, as in most exiting literature on PSO, the acceleration coefficient is set as $c_1 = c_2 = 2$, the inertia weight $w$ decreases linearly from 0.9 to 0.4 and value of $V_{\text{max}}$ is set as the scope of the search space for each cases. In the second set of experiments, the QPSO is tested, and the coefficient $b$ decreases from 1.0 to 0.5 linearly when the algorithm is running as in [10]. The third is to test the performance of WQPSO with the coefficient $b$ also decreases from 1.0 to 0.5 linearly while parameter $a$ decreases from 1.5 to 0.5 linearly. The best fitness values for 100 runs of each function in Tables 2–5.

The numerical results in Table 2 show that the WQPSO could hit the optimal solution with high precision. Because the Sphere function has only a single optimal solution on origin, it usually is employed to test the local search ability of the algorithm. Thus from the result, we can see that WQPSO has stronger local search ability than PSO and QPSO. The Rosenbrock function is a mono-modal function, but its optimal solution lies in a narrow area that the particles are always apt to escape. Therefore, it is always used to test the local and global search ability of the algorithm. The experiment results on Rosenbrock function show that the WQPSO works better than QPSO algorithm in most cases. When the dimension is 80, the proposed technique is not able to generate better results than original QPSO. The advantage of WQPSO on QPSO and PSO may be owed

<table>
<thead>
<tr>
<th>M</th>
<th>D</th>
<th>Ger.</th>
<th>PSO</th>
<th>QPSO</th>
<th>WQPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean best</td>
<td>St. Var.</td>
<td>Mean best</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>1000</td>
<td>3.16e-20</td>
<td>6.23e-20</td>
<td>1.3909e-041</td>
</tr>
<tr>
<td>20</td>
<td>1500</td>
<td>5.29e-11</td>
<td>1.56e-10</td>
<td>3.5103e-022</td>
<td>3.5452e-024</td>
</tr>
<tr>
<td>30</td>
<td>2000</td>
<td>2.45e-06</td>
<td>7.72e-06</td>
<td>5.3183e-014</td>
<td>5.3623e-016</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>1000</td>
<td>3.12e-23</td>
<td>8.01e-23</td>
<td>2.5875e-071</td>
</tr>
<tr>
<td>20</td>
<td>1500</td>
<td>4.16e-14</td>
<td>9.73e-14</td>
<td>3.7125e-042</td>
<td>3.7500e-044</td>
</tr>
<tr>
<td>30</td>
<td>2000</td>
<td>2.26e-10</td>
<td>5.10e-10</td>
<td>4.2369e-030</td>
<td>1.7009e-033</td>
</tr>
<tr>
<td>20</td>
<td>1500</td>
<td>2.68e-17</td>
<td>5.24e-17</td>
<td>1.1542e-068</td>
<td>1.1585e-070</td>
</tr>
<tr>
<td>30</td>
<td>2000</td>
<td>2.47e-12</td>
<td>7.16e-12</td>
<td>2.2866e-049</td>
<td>2.3070e-051</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>M</th>
<th>D</th>
<th>Ger.</th>
<th>PSO</th>
<th>QPSO</th>
<th>WQPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean best</td>
<td>St. Var.</td>
<td>Mean best</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>1000</td>
<td>94.1276</td>
<td>194.3648</td>
<td>51.9761</td>
</tr>
<tr>
<td>20</td>
<td>1500</td>
<td>204.337</td>
<td>293.4544</td>
<td>136.8782</td>
<td>0.6417</td>
</tr>
<tr>
<td>30</td>
<td>2000</td>
<td>313.734</td>
<td>547.2635</td>
<td>157.4707</td>
<td>0.8287</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>1000</td>
<td>71.0239</td>
<td>174.1108</td>
<td>17.3177</td>
</tr>
<tr>
<td>20</td>
<td>1500</td>
<td>179.291</td>
<td>377.4305</td>
<td>54.0411</td>
<td>0.4210</td>
</tr>
<tr>
<td>30</td>
<td>2000</td>
<td>289.593</td>
<td>478.6273</td>
<td>81.1382</td>
<td>0.0319</td>
</tr>
<tr>
<td>80</td>
<td>10</td>
<td>1000</td>
<td>37.3747</td>
<td>57.4734</td>
<td>7.5755</td>
</tr>
<tr>
<td>20</td>
<td>1500</td>
<td>83.6931</td>
<td>137.2637</td>
<td>32.9970</td>
<td>0.2068</td>
</tr>
<tr>
<td>30</td>
<td>2000</td>
<td>202.672</td>
<td>289.9728</td>
<td>53.6422</td>
<td>0.2616</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>M</th>
<th>D</th>
<th>Ger.</th>
<th>PSO</th>
<th>QPSO</th>
<th>WQPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean best</td>
<td>St. Var.</td>
<td>Mean best</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>1000</td>
<td>5.5382</td>
<td>3.0477</td>
<td>4.8274</td>
</tr>
<tr>
<td>20</td>
<td>1500</td>
<td>23.1544</td>
<td>10.4739</td>
<td>16.0519</td>
<td>0.0414</td>
</tr>
<tr>
<td>30</td>
<td>2000</td>
<td>47.4168</td>
<td>17.1595</td>
<td>33.7218</td>
<td>0.0114</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>1000</td>
<td>3.5778</td>
<td>2.1384</td>
<td>3.1794</td>
</tr>
<tr>
<td>20</td>
<td>1500</td>
<td>16.4337</td>
<td>5.4811</td>
<td>10.8824</td>
<td>0.096</td>
</tr>
<tr>
<td>30</td>
<td>2000</td>
<td>37.2796</td>
<td>14.2838</td>
<td>21.4530</td>
<td>0.0949</td>
</tr>
<tr>
<td>80</td>
<td>10</td>
<td>1000</td>
<td>2.5646</td>
<td>1.5728</td>
<td>2.2962</td>
</tr>
<tr>
<td>20</td>
<td>1500</td>
<td>13.3826</td>
<td>8.5137</td>
<td>7.8544</td>
<td>0.0011</td>
</tr>
<tr>
<td>30</td>
<td>2000</td>
<td>28.6293</td>
<td>10.3431</td>
<td>15.9474</td>
<td>0.0198</td>
</tr>
</tbody>
</table>
to its local search ability as well as global search ability. Rastrigin function and Griewank function are both multi-modal and usually tested for comparing the global search ability of the algorithm. On Rastrigin function and Griewank function, WQPSO has better performance than QPSO algorithm; the advantage of the former to the latter is not remarkable. On De Jong’s function, the experiment results show that WQPSO is superior to QPSO significantly for the same reason as in the experiments on Sphere function (see Table 6).

Figs. 1–5 give the comparison of convergence processes of WQPSO and QPSO in the above five benchmark functions averaged on 100 trial runs, when the population size is 20 and the maximum generation is 2000 according to the dimension 30.

**Table 5**
The mean fitness value for Griewank function

<table>
<thead>
<tr>
<th>M</th>
<th>D</th>
<th>Ger.</th>
<th>PSO Mean best</th>
<th>St. Var.</th>
<th>QPSO Mean best</th>
<th>St. Var.</th>
<th>WQPSO Mean best</th>
<th>St. Var.</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>10</td>
<td>1000</td>
<td>0.09217</td>
<td>0.0833</td>
<td>5.5093e-004</td>
<td>0.0657</td>
<td>5.6353e-004</td>
<td>5.5093e-004</td>
</tr>
<tr>
<td>20</td>
<td>1500</td>
<td>0.03002</td>
<td>0.03255</td>
<td>1.0402e-004</td>
<td>0.0211</td>
<td>2.1318e-004</td>
<td>1.0402e-004</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>2000</td>
<td>0.01811</td>
<td>0.02477</td>
<td>1.2425e-004</td>
<td>0.0110</td>
<td>2.1286e-004</td>
<td>1.2425e-004</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>1000</td>
<td>0.08496</td>
<td>0.0726</td>
<td>1.6026e-004</td>
<td>0.0496</td>
<td>0.0020</td>
<td>1.6026e-004</td>
</tr>
<tr>
<td>20</td>
<td>1500</td>
<td>0.02719</td>
<td>0.02517</td>
<td>1.7127e-004</td>
<td>0.0167</td>
<td>1.6881e-004</td>
<td>1.7127e-004</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>2000</td>
<td>0.01267</td>
<td>0.01479</td>
<td>3.9088e-005</td>
<td>0.0085</td>
<td>3.6762e-005</td>
<td>3.9088e-005</td>
<td></td>
</tr>
</tbody>
</table>

**Table 6**
The mean fitness value for De Jong’s function

<table>
<thead>
<tr>
<th>M</th>
<th>D</th>
<th>Ger.</th>
<th>PSO Mean best</th>
<th>St. Var.</th>
<th>QPSO Mean best</th>
<th>St. Var.</th>
<th>WQPSO Mean best</th>
<th>St. Var.</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>10</td>
<td>1000</td>
<td>1.0403e-032</td>
<td>4.9825e-033</td>
<td>4.0921e-066</td>
<td>4.1335e-068</td>
<td>1.2729e-082</td>
<td>1.2858e-084</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>1000</td>
<td>1.5754e-040</td>
<td>1.104e-040</td>
<td>4.3593e-113</td>
<td>4.4034e-115</td>
<td>5.7373e-122</td>
<td>5.7953e-124</td>
</tr>
<tr>
<td>20</td>
<td>1500</td>
<td>4.3514e-019</td>
<td>1.8339e-019</td>
<td>1.6169e-057</td>
<td>1.7136e-059</td>
<td>1.3193e-073</td>
<td>1.1409e-075</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>10</td>
<td>1000</td>
<td>4.0818e-047</td>
<td>2.0426e-047</td>
<td>1.8732e-163</td>
<td>0</td>
<td>3.3279e-171</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>1500</td>
<td>5.8958e-024</td>
<td>2.0068e-024</td>
<td>7.2359e-095</td>
<td>7.3081e-097</td>
<td>3.7806e-103</td>
<td>5.0388e-106</td>
<td></td>
</tr>
</tbody>
</table>
for five benchmarks. The coefficient $\beta$ also decreases from 1.0 to 0.5 linearly while parameter $\alpha$ decreases from 1.5 to 0.5 linearly. It can be found out that WQPSO has fastest convergence speed than QPSO and PSO. Since the parameter setting in WQPSO is the same as in QPSO, the fast convergence of WQPSO may be due to the weighted mean best position, which makes the particle converge to global best position more quickly. The global search ability of WQPSO, however, is not enhanced by the proposed method.

From the results above in the tables, we can conclude that the calculation method of mean best position with weight parameter introduced can make the convergence speed of QPSO faster, which may lead to good performance of the algorithm on convex function such as Sphere, Rosenbrock and De Jong’s. On complex multi-modal function optimization problems, the tradeoff between global search ability and local search ability is vital to the performance of the algorithm. The slow convergence speed corresponds to good global search ability, while fast speed results in good local search ability. It can be conclude by the results on Sphere function and De Jong’s function that faster convergence speed leads to stronger local ability of WQPSO. The results on Rastrigrin and Griewank function show the better performance of WQPSO, although the weighted mean best position may not generate better global search ability, since for the optimization problem, tradeoff between

Fig. 2. Comparison of convergence process with two algorithms in Rosenbrock function.

Fig. 3. Comparison of convergence process with two algorithm in Rastrigrin function.
exploration and exploitation during the search is critical to the performance at the end of the search. It can be concluded that WQPSO is excellent in doing so.

6. Conclusions

In this paper, we have described the quantum-behaved particle swarm optimization and how to using the mean best position of the population to guide the search of the swarm. Based on analysis the mean best position, we introduced a linearly decreasing weight parameter to render the importance of particles in population when they are evolving, and proposed revised QPSO. This method is more approximate to the learning process of social organism with high-level swarm intelligence and can make the population evolve rapidly with good global searching ability. In our future work, we will be devoted to find out a more efficient parameter control method, and thus to enhance the performance of QPSO further.
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