Effects of (In)Accurate Empathy and Situational Valence on Attitudes towards Robots
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Abstract—Empathy has great potential in human-robot interaction. However, the challenging nature of assessing the user’s emotional state points to the importance of also understanding the effects of empathic behaviours incongruent with users’ affective experience. A 3x2 between-subject video-based survey experiment (N=133) was conducted with empathic robot behaviour (empathically accurate, neutral, inaccurate) and valence of the situation (positive, negative) as dimensions. Trust decreased when empathic responses were incongruent with the affective state of the user. However, in the negative valence condition, reported perceived empathic abilities were greater when the robot responded as if the situation were positive.
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I. INTRODUCTION AND BACKGROUND

Empathy can have profound positive effects on users’ attitudes towards social robots [?], [?], [?], [?]. Responding to the user’s (affective) experience in a socially appropriate manner, is considered key in achieving user trust and satisfaction, as well as compliance to requests [?], [?].

Bickmore [?] found that accurate empathic system reactions are more important in comforting the user than sophisticated, detailed affect recognition. However, reacting in an empathic manner does require recognising the user’s emotional state. This is challenging as it requires an appraisal of a deeply personal, individual experience; mistakes are likely. This re-foreces the importance of understanding how people respond to empathic capabilities if a robot behaves in a manner that is incongruent with the user’s emotional experience.

Inaccurate emotional responses can indeed result in negative consequences on user ratings of an agent [?]. Virtual agents showing emotions incongruent to the situation are also less appreciated by users than those expressing no emotion at all [?]. Research, however, yet has to fully uncover the effects of empathic behaviour (including possible inaccurate responses) in different situations. Empathy for example could be more vital in negative than in positive contexts [?]. In this study, we sought to clarify the effects of (in)accurate empathic robot behaviours on people’s responses in different contexts by investigating participants’ attitudes toward a robot team mate.

II. STUDY

Our video-based, online survey experiment investigated participant’ attitudes toward a four-minute interaction (Fig.??) of a male user and a robot, playing an online collaborative game together (for a discussion of video-based methods, see e.g. [?]). The 2x3, between-subject experiment varied situational valence (negative vs. positive) and empathic accuracy (an empathically accurate, neutral agent and an empathically inaccurate agent), resulting in six randomly assigned conditions. The robot used in the resulting six videos was the Philips iCat, with a synthetic female voice. Data of 133 participants were analysed (mean age 30.5, 53% male).

Situational valence was manipulated by having the team do well on the collaborative game and win, or not do well together and lose. Empathic accuracy was varied using the robot’s verbal responses and facial expressions. The verbal and facial expressions in the empathically accurate condition were congruent to the situation (e.g. acknowledging a negative experience when losing), In the neutral condition the social robot made no statements about the person’s affective state.

Participants’ (negative) attitude towards robots in general was measured using the NARS scale [?]. Likert-type and semantic differential scales were used to measure our dependent variables, including perceived empathic ability, trust (dependability, credibility) and closeness.

III. RESULTS

Two-way ANOVAs with empathic accuracy and situational valence as factors were used to check for interaction effects. One-way ANOVAs with planned contrasts were used to test for main effects. For non-parametric data Kruskal-Wallis tests were used, followed up by Mann-Whitney tests.

A. Interaction effects empathic accuracy X valence

A significant interaction effect was found between empathic accuracy and emotional valence of the situation for the perceived empathic ability of the robot (F(2,112)=4.326, p=.015). Simple effects analysis showed a significant difference for empathy shown in a positive or negative context. Participants rated the empathically accurate robot as having greater empathic ability in the positive condition compared with the empathically inaccurate robot, but this effect of accuracy was not significant (F=1.18, p=.31). However, when the team was losing (negative context), participants found the empathically inaccurate robot to have better empathic abilities compared with the empathically accurate robot (F=3.24, p=.043).
B. Effects of accuracy of empathic robot behavior

A main effect was found for empathic accuracy of the robot on dependability \((F(2,106)=13.498, p<.001)\). Planned contrasts showed that the neutral and accurate empathic robot were perceived as more dependable than the empathic inaccurate robot. The accurately empathic robot however was not perceived as significantly more dependable than the neutral robot. Empathic accuracy of the robot also had a direct effect that bordered on significance \((p=.050)\) on perceived source credibility \((F(2,106)=3.076)\). Post-hoc tests showed that while the empathically accurate robot scores for credibility appeared higher than for the inaccurately empathic robot, this difference was not significant \((p=.066)\). The neutral robot however was found more credible \((p=.023)\) than the inaccurate robot. Furthermore, empathic accuracy had a direct effect on perceived closeness between the human and the robot \((H(2)=12.046, p=.002)\). The relation between the actor and the robot was perceived as less close for the inaccurate robot compared with the neutral robot \((U=716.500, p=.015)\). The relationship was perceived as closest in the accurate condition, also significantly higher than in the inaccurate condition \((U=695.000, p=.001)\) However, no significant difference was found between scores on perceived closeness of the accurately empathic robot and the neutral robot \((U=675.000, p=.398)\).

C. Effect situational emotional valence

Emotional valence of the situation was found to have a direct effect on perceived dependability \((F(1,106)=8.114, p=.005)\), credibility \((F(1,106)=6.532, p=.012)\) and perceived closeness \((H(1)=4.047, p=.044)\). Participants in the positive condition found the robot significantly more dependable, more credible, and rated the relationship of the robot and user as closer than participants in the negative condition.

D. Effects of attitudes towards robots in general

Participants with a more negative attitude towards robots perceived the robot as more machine-like \((F(1,95)=8.526, p=.004)\) and less human-like \((F(1,95)=18.690, p<.001)\). They also thought the robot had less empathic abilities \((F(1,95)=8.374, p=.005)\), assessed the robot as less dependable \((F(1,95)=9.620, p=.003)\) and as less credible \((F(1,95)=7.735, p=.007)\) and the human-robot relationship as less close \((F(1,95)=11.315, p=.001)\). Attitudes towards robots did not interact with effects of empathic accuracy or situational valence.

IV. Discussion and Conclusion

Our findings confirm that inaccurate empathic behaviour can be detrimental to user attitudes toward a social robot. A interesting result of this study was that in a negative (losing the game) context, participants found the robot that responded inaccurately to have more empathic abilities; they appeared to prefer positive, instead of accurate, statements. This, while these inaccurate reactions did lower trust. These incongruent results on perceived empathic ability and attitudes show the importance of not only assessing whether attempts at social behaviour are recognised, but also which effects behaviours have on user trust. They also illustrate the influence of how social ability is conceptualised. Appropriate social responses are highly context dependent and we need to consider for example that overall, in the negative condition, participants found the robot less credible and less dependable.

These results indicate the importance of showing restraint when implementing social behaviours. A robot’s mistakes in assessing the affective state of the user and inaccurate empathic behaviour may have a profoundly detrimental effect on trust. So much so that, in certain contexts, robot designers may need to reconsider the introduction of empathic behaviours when the likelihood of inappropriate inferences on user affect is high.
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