Self-adaptive scale transform for IQA metric
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Abstract—Recently, an increasing number of image quality assessment (IQA) algorithms have been developed based on multi-scale methods, such as MS-SSIM, IFC, VIF and IW-PSNR/SSIM. Inspired by the achievement of multi-scale type of IQA algorithms, this paper proposes a self-adaptive scale transform based IQA approach. Using image size and viewing distance as input variables, we construct a self-adaptive scale transform function to estimate the suitable scale transform coefficient for the following image quality metrics. Two of the most well-known full-reference IQA methods (PSNR and SSIM), and three publicly-available subjective image databases (LIVE, IVC and Toyama-MICT) with clear image size and viewing distance values are used as testing beds in this paper. Experimental results and comparative studies on different combinations of IQA methods and image databases suggest the effectiveness and the robustness of the proposed approach.

I. INTRODUCTION

Image quality assessment (IQA) is a significant research area in the image processing. Generally, image quality metric can be classified into two categories: subjective assessment and objective assessment. The subjective IQA method should be the ultimate quality gauge for images, but it is usually time-consuming, expensive and impractical for real-time image processing systems. For objective image quality metrics, the Mean-Squared Error (MSE) and its equivalent the Peak Signal-to-Noise Ratio (PSNR) are the most widely used approaches as the benchmark in practice, due to both the convenience and the definite physical meaning.

During the last decade, the research of image quality assessment has made great progress. On one hand, plenty of image databases have been built according to the instruction on subjective assessment in the ITU-R BT.500 [1], which is made by the International Telecommunication Union (ITU); on the other hand, a great many objective IQA algorithms have been developed, and achieved fairly well performances in terms of the correlation between the quality predictions and the subjective scores. Among them, the most well-known Structural SIMilarity (SSIM) index [2] is substantially focusing on structural information. Then, an increasing number of image quality metrics by using multiple scales have been further exploited, such as Multi-Scale SSIM (MS-SSIM) [3], Information Fidelity Criterion (IFC) [4], Visual Information Fidelity (VIF) [5], and Information content Weighting (IW) PSNR/SSIM [6]. Their better results suggest that the reliable scale chosen is probably a key factor for perceptual image quality assessment.

So far, there have been very few studies on the influence of scale transform on the prediction accuracy of image quality metrics [7]. A simple, empirical approach has been later proposed for SSIM, making it achieve more accurate prediction scores. Besides, note that the detailed demands on image size and viewing distance in the laboratory environment are not parts of the recommendations in ITU-R BT.500 [1]. As a result, existing image databases adopt different kinds of image size and viewing distance values during subjective experiments.

Inspired by this, it has been further testified in our research that the valid scale transform can be able to improve the performances of quality metrics. We believe it can be explained by the fact that human perception to details in images largely depends the resolution of Human Visual System (HVS). As the viewing distance becomes farther and farther, the resolution of human eyes reduces, and the distinguishment of the tiny artifacts in an image is gradually more difficult, as shown in Fig 1. So, this paper designs a valid scale transform function, mainly consisting of image size and viewing distance, to approximately simulate the real mechanism of HVS, and on this base, develops a Self-Adaptive Scale Transform (SAST) model based IQA method.

The remainder of this paper is organized as follows. Section II proposes the SAST model, taking into account the concept of human visual angle and angle of gaze. In Section III, experimental results are reported and analyzed, by using PSNR and SSIM as testing IQA algorithms, and the LIVE database [8], IVC database [9], and Toyama-MICT database [10] as testing beds, because of the clear viewing distance and image size values during their subjective experiments [7]. Finally, a conclusion and future work are given in Section IV.

II. THE SAST MODEL

It is demonstrated in [7] that the external factors, including image size and viewing distance, have considerable influences on the prediction accuracy of image quality metrics. A simple, empirical method has been exploited for SSIM to determine the downsampling scale \( Z \) for evaluating images viewed from a typical distance:

\[
Z_o = \max (1, \text{round}(H_I/256))
\]  

where \( H_I \) indicates the image height. For an image \( X \), its version after scale transform \( X' \) can be computed by
Fig. 1. Changes of resolution of human eyes with the closer viewing distance.

\[ X' = R(L(X), Z) \]  \hspace{1cm} (2)

where \( R(\cdot) \) and \( L(\cdot) \) indicate image resize and low-pass filtering function. Then, the improved PSNR and SSIM using downsampling scale \( Z_\alpha \) are given by

\[ PSNR_\alpha = PSNR(X', Y') = PSNR(R(L(X), Z_\alpha), R(L(Y), Z_\alpha)) \]  \hspace{1cm} (3)

and

\[ SSIM_\alpha = SSIM(X', Y') = SSIM(R(L(X), Z_\alpha), R(L(Y), Z_\alpha)). \]  \hspace{1cm} (4)

Table II-III present that the above-mentioned methods have gained better results. Since there are not explicit parametric choices for viewing condition variations in the major existing IQA algorithms, it naturally suggests designing a valid self-adaptive scale transform model to help to promote the prediction performance of IQA approaches.

First of all, it is believed that the changes of resolution should be a gradual process, and the jumping scale transform of \( Z_\alpha \) is quite unreasonable. For example, at the same certain viewing distance, \( Z_\alpha = 3 \) for an image with \( 1024 \times 650 \) and \( Z_\alpha = 2 \) for an image with \( 1024 \times 630 \) shows that the larger image looks smaller, and vice versa. Moreover, it is stated in [11] that the amount of detail resolvable by the human eyes is primarily limited by the density of the light-sensitive rods and cones on the eyes’ retina. Therefore, for a viewing distance \( D \), we define the visual scope \( S \) of human eyes as

\[ S = H \cdot W \]  \hspace{1cm} (5)

with \( H \) and \( W \) being the visual height and width. As illustrated in Fig. 2, they can be estimated by

\[ H = 2 \tan\left(\frac{\theta_H}{2}\right) \cdot D \]  \hspace{1cm} (6)

and

\[ W = 2 \tan\left(\frac{\theta_W}{2}\right) \cdot D. \]  \hspace{1cm} (7)

Generally, \( \theta_H \) and \( \theta_W \) are around 120° and 150° [12]. When a viewer pays attention to the details of an image so as to score it, the real view angle (i.e. angle of gaze) will become narrower, about one third of common angle of visual. So, we choose \( \theta_H = 40^\circ \) and \( \theta_W = 50^\circ \) in this paper. Just as shown in Fig. 1, it becomes increasingly difficult to distinguish the tiny distortions in an image, with the viewing
distance being farther and farther. Accordingly, the reliable scale transform of an image should be carefully chosen before objective IQA methods to be used. To approximately stimulate the real mechanism of HVS, this paper define the scale Z of SAST model as the root square of the ratio of image size to visual scope as follows

\[
Z_S = \sqrt{\frac{H_1 \cdot W_i}{H \cdot W}} = \sqrt{\frac{1}{4 \tan(\frac{\theta}{2}) \cdot \tan(\frac{\theta}{2})} \cdot \left(\frac{H_1}{D}\right)^2 \cdot \frac{W_i}{H_1}},
\]

(8)

where \(W_i\) represents the image width. Consequently, the proposed SAST model based PSNR and SSIM can be evaluated by

\[
PSNR_S = PSNR(X', Y') = PSNR(R(L(X), Z_S), R(L(Y), Z_S))
\]

(9)

and

\[
SSIM_S = SSIM(X', Y') = SSIM(R(L(X), Z_S), R(L(Y), Z_S)).
\]

(10)

III. EXPERIMENTAL RESULTS

This paper adopts LIVE, IVC and Toyama-MICT databases as testing beds, for there are definite viewing distance and image size values during the subjective experiments, as tabulated in Table I.

Mappings of the scores of six metrics PSNR, PSNR, SSIM, SSIM, and our PSNR\(_S\) and SSIM\(_S\) to subjective Mean Opinion Scores (MOSs) or Differential MOSs (DMOSs) are achieved by applying nonlinear regression with a four-parameter logistic function as suggested by VQEG [13]:

\[
q(x) = \frac{\beta_1 - \beta_2}{1 + exp(- (x - \beta_3)/\beta_4)} + \beta_2
\]

(11)

where \(x\) indicates the input score, \(q(x)\) is the mapped score, and \(\beta_1\) to \(\beta_4\) are free parameters to be confirmed during the curve fitting process.

Three usually used performance metrics, Pearson Linear Correlation Coefficient (PLCC), Spearman Rank-order Correlation Coefficient (SRCC), and Root Mean-Squared Error (RMSE) as suggested by VQEG [13], are employed to further evaluate the proposed SAST model based PSNR/SSIM metric and the other four IQA methods on LIVE, IVC and Toyama-MICT databases. Their performance values and directly average results are illustrated in Table II-III, and all the corresponding scatter plots are displayed in Fig. 3. As we expected, by having image processed with a reliable scale transform, PSNR\(_S\) and SSIM\(_S\) have obtained inspiring results, especially the performance of PSNR\(_S\), which is the best of all the PSNR type of methods.

Besides, there are two points worth to be mentioned. First, the proposed SAST model is simple, effective, and more close to the real mechanism of HVS. Second, notice that our SSIM\(_S\) has worse accuracy than SSIM\(_\alpha\) on LIVE and IVC databases. We believe it is probably because image content, including complexity and distortion types, has fairly important effect on performance of SSIM, which is just not considered by the SAST model yet. Third, we believed that it is probably more accurate to measure downsampling scale by the square root of the ratio of Gaussian/Gabor energies between image size and visual scope, which has been proved with quite good performance in the research of IQA [14]-[15].

TABLE I

<table>
<thead>
<tr>
<th>Database name</th>
<th>Image size (W(_i)xH(_i))</th>
<th>D / H (_i)</th>
<th>Image number</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIVE</td>
<td>768x512, 480x720, 640x512, 632x505, 634x505, 618x453, 610x488, 627x482, 634x438</td>
<td>3=3.75</td>
<td>779</td>
</tr>
<tr>
<td>IVC</td>
<td>512x512</td>
<td>4</td>
<td>185</td>
</tr>
<tr>
<td>Toyama-MICT</td>
<td>768x512</td>
<td>6</td>
<td>168</td>
</tr>
</tbody>
</table>

TABLE II

<table>
<thead>
<tr>
<th>Database name</th>
<th>PLCC</th>
<th>SRCC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIVE</td>
<td>0.9306</td>
<td>0.9446</td>
<td>10.002</td>
</tr>
<tr>
<td>IVC</td>
<td>0.9306</td>
<td>0.9446</td>
<td>10.002</td>
</tr>
<tr>
<td>Toyama-MICT</td>
<td>0.9306</td>
<td>0.9446</td>
<td>10.002</td>
</tr>
</tbody>
</table>

TABLE III

<table>
<thead>
<tr>
<th>Database name</th>
<th>PLCC</th>
<th>SRCC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIVE</td>
<td>0.9306</td>
<td>0.9446</td>
<td>10.002</td>
</tr>
<tr>
<td>IVC</td>
<td>0.9306</td>
<td>0.9446</td>
<td>10.002</td>
</tr>
<tr>
<td>Toyama-MICT</td>
<td>0.9306</td>
<td>0.9446</td>
<td>10.002</td>
</tr>
</tbody>
</table>
IV. Conclusion

In this paper, we propose a self-adaptive scale transform model based IQA paradigm, mainly relying on the concept of human visual angle and angle of gaze to simulate the real mechanism of HVS. Experimental results on LIVE, IVC and Toyama-MICT databases are provided to confirm that PSNR$_S$ and SSIM$_S$ have obtained inspiring results. In addition, our SAST model is quite simple, effective, and has achieved the most superior performance of the three of PSNR type of methods. Finally, it is worth emphasizing that this research suggests a new direction of IQA approach, by taking the external factors, including image size and viewing distance, into consideration.

However, it has been observed that the prediction accuracy of SSIM$_S$ is not the best of all the SSIM type of methods, which is possibly due to the fact that SSIM is a image content based IQA approach. So, future work will be devoted to improve the SAST model, by adding more image content features, such as complexity and distortion category.
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