Quantum Finite State Machines - a Circuit Based Approach
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We present a model of Quantum Finite State Machines (QFSM) based on the quantum circuit representation. In this model, properties of quantum bits are exploited in order to implement Quantum Finite State Machines without an explicit external memory. We show that because of the natural ability of quantum systems to retain the quantum state, quantum circuits can be directly used to implement some classes of the quantum finite state machines. In particular, the circuit model allows to remove the logic-memory distinction as it is used in the classically established model of finite state machines. Rather, the quantum register implementing the QFSM as a circuit is alternatively used as memory and as logic. In order to allow such behavior the quantum circuit (processor) is controlled by a classical circuit that provides the necessary timing of the quantum operations as well as the interface between the quantum and the classical world. Moreover, additional mechanism for preserving unknown quantum qubit state is used and a novel computational protocol allowing the implementation of the QFSM is proposed. This framework is is called the Classically Controlled Quantum Computer (CCQC). The CCQC thus combines a quantum processor with a classical controller in such manner that computation is carried from the classical inputs, through quantum processing to classical outputs.

We discuss a high level synthesis approach to quantum sequence detection based on the synthesis of quantum sequential circuits. Such machines can find many applications for instance in robotics; for example a robot is required to recognize certain sequences of input sensor values.
1 INTRODUCTION

The logic synthesis of quantum circuits focuses on obtaining permutative (Boolean Logic), quantum probabilistic, quantum fuzzy or even measurement dependent input-output mappings realized as combinational quantum devices [3, 32–35, 45, 46]. This means that the quantum circuit represents logic functions synthesized using only quantum-permutative gates [36, 45] such as \([CNOT]\), \([NOT]\), \([CCNOT]\), \([CSWAP]\) or quantum primitives such as \([\text{Controlled-V}]\), \([\text{Controlled-V}']\) [3, 20, 29].

This approach (quantum combinational circuit) is now a base of synthesis of quantum circuits discussed by many authors [3, 20, 29, 45]. It is generally situated within a computational protocol that includes the initialization and the measurement as parts of the computation in such a manner that the combinational circuit represents the relation between input and output vectors [11, 15, 41]. Despite this general computational protocol, in the general logic synthesis procedures for quantum circuits, the measurement and initialization are often omitted; the focus of quantum logic synthesis is mainly on reversible quantum circuits where the measurement does not change the output state and the initialization is assumed not to be relevant for the synthesis process as well.

In the synthesis and design of classical or reversible Finite State Machines (FSM), in addition to the logic component a register is required [23]. The design procedure of FSM is different from standard permutative circuits because one needs to take care not only of the input values but also of the currently stored state. As such, various issues arise depending on what type of machines are being designed, e.g. synchronous vs. asynchronous, state assignment, etc. This additional constraint in the design of FSMs is the result of the distinction between the memory component and the logic component.

With respect to Quantum Finite State Machines (QFSM), also known as Quantum Finite automata (QFA), in the appropriate literature no effort has been made to separate the computation and the storage. The difference between classical and quantum QFSMs naturally exists (both technological and functional), but from the implementation point of view, this difference is not clearly seen as in the case of the classical finite state machines counterparts. This lack of distinction is due to the fact that these future quantum devices have been described mainly from a functional point of view only. Consequently, due to the lack of any specifications, the general approach to the design of QFSMs assumes a similar architecture than one would find in the classical finite state machines; a logic block and a memory block.

While quantum automata have been the subjects of many works [2, 4, 19, 26, 51] there are no papers about technical aspects of their implementation
that would clearly distinguish between the implementation of the memory part and of the logic part.

For instance the work by Bernstein et al. [4] defines formally the quantum Turing machines and proves theoretically their usefulness but does not describe any approach to implement such machines in quantum circuits. Similarly for other authors in the area of quantum automata; the main corpus of work is concentrated on computational capabilities of quantum automata but no technical details and design problems are discussed. This means that in order to build some of the quantum automata [19, 26] one has to first answer the question: what methodologies and techniques are required? Moreover if one considers the computationally most powerful quantum automaton [51] (one that can recognize the \( \{a^n b^n\} \) language), how can such device be implemented and even more, how can it be tested? Despite the fact that in this paper we don’t answer directly most of these questions, we provide a basis for implementing quantum finite state machines in realizable quantum circuit models built with standard synthesis methods.

Comparing the synthesis of reversible and quantum circuit to the the case of the QFSM, the measurement is used in a more extensive manner: the QFSMs’ output is determined via an explicit usage of the measurement process [2, 4, 26, 50]. The usage of the measurement define the two main classes of the QFSMs: the one way QFSM [1, 5, 26] and the two way QFSM [2, 39, 51]. The measurement is performed to determine the final or the intermediary state of the QFSM and thus it is the closest distinction between classical usage of quantum permutative and sequential circuits. Therefore, in order to allow the synthesis of the sequential quantum circuits care must be thus taken of both the initialization and of the measurement process as well.

Another difference between the classical and quantum FSMs comes from the difference in the information carrier: the quantum particle vs. the electric current. It is well known that a quantum particle retains its state as long as it is undisturbed by the environment or by an external observer [11, 15]. Under such consideration, the memory versus logic separation is not as clear as it is in the classical non-quantum finite state machines. For instance, one can assume that if a quantum particle is artificially preserved from the natural process of decoherence, then it represents a non-decaying quantum single qubit memory. Moreover, applying to such particle a unitary operation has for effect the change of its quantum (logic) state. Such point of view on the properties of quantum systems conceptually reduces the distance between the sequential and combinatorial quantum computational devices: one can see a standard quantum circuit model [41] as a model for a sequential quantum device.
In this paper we propose a model of quantum finite state machines built in the model of classically controlled quantum circuits (CCQC) that was initially introduced in [27, 31]. We postulate that within the current technological state-of-art and under particular imposed conditions on quantum states, the quantum finite state machines can be theoretically realized directly using quantum circuits (quantum arrays) without an explicit external memory. We provide a set of theoretical requirements and definitions that allow building QFSM in the proposed model. Additionally we propose the usage of a discrete time multiplexer to control the quantum circuit’s operation and a mechanism for preserving qubit(s) in unknown quantum state(s) as a part of an generalized quantum computation protocol. This protocol - if realizable in quantum technology - has the advantage of providing a novel approach to the design of quantum finite state machines because it does not differentiate between the memory and the logic operations as is done in classical CMOS circuits. Rather, all operations (storage, logic, measurement) are multiplexed in discrete time steps but are all performed on the same physical qubit.

The main contributions of this paper are:

1. A modified computational protocol that theoretically allows using quantum circuits in combination with classical controllers as quantum state machines (sequential devices). This protocol has the advantage of providing a novel approach to the design of quantum finite state machines because it does not differentiate between the memory and the state transition function.

2. The model of the Classically Controlled Quantum Computer - a classical circuit that controls a quantum circuit by switching its function between memory and logic.

3. A design method for sequence detectors - using the CCQC approach the design of sequence detectors is reduced to the design of combinatorial circuits. The problem of state assignment is resolved simply by designing the unitary transform of the reversible circuit. Contrary to the classical design of Finite State Machines that requires different procedures for state assignment which is only used for FSMs [9, 23].

This paper is organized as follows. First a background required for the understanding of the paper as well as the standard combinatorial quantum circuit protocol is given in Section 2. Section 3 introduces a quantum register, describes the differences between the quantum information and classical information with respect to a storage procedure. Section 4 introduces the Classically controlled Quantum Circuit and Section 5 introduces the concept of the Classical-Computer Quantum Circuit Finite State Machine.
(CCQC-FSM) - also called QFSM in this paper. Section 6 illustrates the proposed mechanism of CCQC-FSM by implementing quantum counterparts of the well known Flip-Flops. Section 7 shows procedures of designing QFSMs sequence detection from classical data. Section 8 discusses differences between the one-way and two-way QFSMs in the CCQC-FSM model. The paper is concluded by Section 9 that discusses the presented approach, obtained results and future work.

2 BACKGROUND

2.1 Quantum Circuits

In the quantum circuit model of quantum computation the quantum system is described by the following elements:

- A quantum register (QR) represents a set of ordered qubits. Let \( |\phi\rangle \) be a quantum register in an initial state given by \( |\phi\rangle = |i\rangle \otimes^n \) for \( n \) qubits, with \( i \) being the individual qubits of the register and \( q_i \) be one of the values of the quantum system obtained by the projection on one of the observable orthonormal basis. Without any additional logic operation the quantum register can be seen as a vector of quantum bits representing the identity logic operation. Such register is in general given by a set of elementary particles evolving in a complex Hilbert space \( H \) spanned by an orthonormal set of basis states \( \{\alpha_i|q_i\rangle\} \), \( \sum_i |\alpha_i|^2 = 1 \) [19, 41]. In other words, a quantum register initialized to one of the possible observable states \( |\phi\rangle \rightarrow |m_j\rangle \) with \( \{m_i\}, i = 0, \ldots, k \) being the set of all observables and consequently measured \( M|\phi\rangle \rightarrow |m_i\rangle \) will result in the same state of the register \( |m_j\rangle \).

- A unitary matrix representing the logic operation on the quantum register. Such operation is for instance given by \( U : H^\otimes^n \rightarrow H^\otimes^n \) such that \( U|q\rangle = \sum_{i=0}^{2^n-1} \alpha_i|q_i\rangle \), with \( |q_i\rangle \) being the basic quantum states of the system.

- A set of measurement operators; every quantum system must be measured to obtain an observable result (in the context of quantum computing it is typically \( \{0, 1\} \)). An example is the projective measurement operator \( m \) that projects the qubit state onto the unitary basis states \( |\psi_m\rangle = \sum_{i=0}^{2^n-1} |i\rangle \). The measurement operator \( M_i \) is a non-unitary operator and for the state \( |q_i\rangle \) it specifies the state \( |i\rangle \) after the measurement: \( |q\rangle \rightarrow \frac{M_i|q\rangle}{\sqrt{\langle q|M_i|M_i^\dagger q\rangle}} \rightarrow |i\rangle \) where the final state was obtained with probability \( p_i = |\alpha_i|^2 \).

When dealing with observable states, it is preferable to represent them with a density matrix notation; observables of a quantum register are
represented by the density matrix $\rho = \sum_i p_i |i\rangle\langle i|$. The density matrix is a very convenient notation to render visible the probability of observations of the observables. The manipulation of the density matrices allows to represent measurement and decomposition of a system to subsystems. For instance, a quantum register is represented by $\rho = \rho_A \otimes \rho_B$; to obtain the state of the sub-register A, one can just trace over the register B $\rho_A = \text{tr}_B(\rho)$. It is easy to see that the trace over the density matrix of $\rho_B$ is 1; trace sums the coefficients and as each subsystem is complete by default tracing over one of them, it effectively isolates the remaining system from the traced elements.

Let a quantum gate such as Feynman, Toffoli or a Controlled-V (CV) [41] be realized on a set of qubits. A standard implementation is in general associated with a working computing protocol that can be described in three steps (schematically represented in Figure 1):

**Definition 1 (Quantum Circuit Computing Protocol I (QCCPI)).** A Quantum Circuit Computing Protocol (QCCP) for a combinatorial quantum circuit includes the following three steps:

1. Initialization - Initialize the quantum array to an initial state (Step a - Figure 1).

2. Quantum Evolution (Computation) - Perform a unitary transformation on the quantum array (Step b - Figure 1). In the Figure 1 the computation is represented by a single operator $U$ which is built from single-qubit and two-qubit quantum gates. These gates can be quantum permutative, quantum non-permutative or in particular quantum multiple-valued or quantum fuzzy [22, 44].

3. Measurement - Measure the array (represented by a set of single qubit measurements) and observe the results (Step c - Figure 1).

The QCCP described above is a technology dependent procedure. In optical quantum computation, the initialization is represented by the controlled stream of polarized photons obtained for instance by the parametric down

\[
\begin{array}{ccc}
|q_2\rangle & |q_1\rangle & |q_0\rangle \\
I & U & M \\
|q'_2\rangle & |q'_1\rangle & |q'_0\rangle
\end{array}
\]

**FIGURE 1**
Three steps of computation in a quantum circuit. a: initialization, b: quantum evolution, c: measurement
conversion [41]. The computation is represented by a set of optical elements such as beam splitters, phase shifters and mirrors and the measurement operation is performed by observing a result of a coincidental measurement [6, 17, 18, 25] for instance. This is different from the ion trap approach to quantum computation where the initial state is generated by laser cooling a set of ions trapped in a electromagnetic field (using for instance a linear Pauli trap) and the computation is performed by a laser that changes the energy levels of the ions by throwing electrons to higher orbits. The measurement process in this case is performed also by a laser that initiates the stimulated emission that can be observed individually as fluorescence [54].

2.2 Decoherence

One of the most important problems in the quantum computation is the decoherence [41]. For the problem discussed in this paper the decoherence can be seen as a spontaneous process that irreversibly destroys a quantum state. This process can be seen as an arbitrary phase shift, a measurement operation or spontaneous absorption measurement. Such phenomena are common in all quantum technologies as a perfectly isolated quantum system does not exist in practical implementation.

For a quantum circuit, let \( \tau \) be the time required for the quantum register to decohere. Then in the time interval \( \tau \), a single qubit will spontaneously evolve from its initial state to an unknown quantum state. For instance such evolution can be represented by an arbitrary \( |j\rangle \rightarrow e^{-i\omega_2\pi} |j\rangle \).

For illustration some approximate results of the decoherence time are shown in (Table 1) [41].

With regards to the decoherence, a successful circuit computation can be represented as a time sequence requiring a time smaller than the minimal time required to at least apply two consecutive \( U_j \) and \( U_{j+1} \) within one valid state transition. Introducing decoherence after a time interval \( \tau \) the computation on the system now can be either done in \( t < \tau \) or after each operation the qubit can be repaired. This also means that the amount of computation performed before the decoherence occurs is proportional to \( \frac{\tau}{T_{\text{operation}}} \). Consequently, for

<table>
<thead>
<tr>
<th>System</th>
<th>( T_{\text{decoherence}} )</th>
<th>( T_{\text{operation}} )</th>
<th>Max operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ion Trap</td>
<td>( 10^{-1} )</td>
<td>( 10^{-14} )</td>
<td>( 10^{13} )</td>
</tr>
<tr>
<td>Quantum dot</td>
<td>( 10^{-6} )</td>
<td>( 10^{-9} )</td>
<td>( 10^{3} )</td>
</tr>
<tr>
<td>Microwave cavity</td>
<td>( 10^{-5} )</td>
<td>( 10^{-14} )</td>
<td>( 10^{9} )</td>
</tr>
<tr>
<td>Optical Cavity</td>
<td>( 10^{0} )</td>
<td>( 10^{-4} )</td>
<td>( 10^{4} )</td>
</tr>
</tbody>
</table>

**TABLE 1**

Time of decoherence \( T_{\text{decoherence}} \), time of operation \( T_{\text{operation}} \) and maximum number of operations Max operations for selected technologies in seconds.
the circuit in Definition 1, the U operator can represent up to $r - 1$
logic operations in series assuming that each logic operation can be done in
exactly $t_{\text{operation}}$ time. Moreover it also requires that the measurement can be
done before the qubit decohere, thus the time between the last operation and
the end of the measurement must be at maximum as long as the time required
for a logic operation.

3 PROPERTIES OF QUANTUM REGISTER

3.1 Quantum State

Definition 2 (The classical state vs. quantum state). A state of a QR or of
one of its traced out sub-elements can be preserved indefinitely in ideal con-
ditions of isolation. Practically such quantum state can only be preserved for
an extended amount of time depending on the environmental interactions and
technology. This is unlike in the classical circuits; in order to preserve a clas-
sical state, energy must be continuously spend to keep the correct logic value.
In quantum computation the energy spend is used to preserve unwanted inter-
action from reaching the quantum state.

Definition 2 shows the main difference between the storage of informa-
tion in a quantum register and in a classical register. In a quantum register,
the energy is used to preserve the state by limiting its interaction with the
environment; if the environment is inert no energy is required to be spent.
In contrast, a classical logic circuit (for instance built in CMOS technology),
needs a constant energy input in order to preserve the outputs valid.

Definition 2 is important with respect to QCCPI as in general the deco-
herence specifies the interval within which all the computation must be done.
Definition 2 implies one more important fact. The classical logic signal is
represented by a voltage value and thus exists as a traveling signal through
a set of semi-conductor logic gates. Once the voltage representing a signal
arrives to a storage cell it is stored and can be later on retrieved for further
processing: a classical circuit requires space separation between the logic ele-
ment and the storage element. In quantum circuits however, the logic signal
is represented by a unique quantum particle in a specific state representing
the logic value: the separation between quantum logic circuit and quantum
storage resides in time.

3.2 Preserving the Unmeasured Quantum State

As was shown in Section 2.2, despite the fact that a quantum state can be
seen as an naturally state-preserving medium, quantum particles are subject
to decoherence [41]. This means that due to interaction with environment or other particles or even quantum vacuum [14] a given quantum particle will in-fact be able to remain in a given state only for a limited time. Thus, a resulting state from a computation must be preserved until the next step of the computation, which can be after the natural decoherence time interval. This is very often the case of sequential devices that receive inputs from the real world.

In fact to preserve an arbitrary quantum state various techniques have been proposed such as in [10, 12, 21, 48, 52, 53]. For instance, a coherent state preservation was described to last up to 10 minutes [16] in a Spin Qubit memory. Thus one approach to avoid the decoherence is to use such technology that would allow the largest possible storage of the quantum information.

In the ion trap technology the decoherence of quantum states is minimized by a proper laser tuning and by selecting such quantum states which without strong external energy source will spontaneously transit to another state only very rarely [54]. In quantum optical computing the photons hardly interact between each other but the interaction with the environment is quite high and the life of a photon is relatively short (cf. Table 1). One could also look into liquid NMR quantum computing where the states are represented by the spin of atoms in larger molecules. The NMR approach - when proper molecules are selected - can be very stable with respect to the decoherence [41].

Another approach to prevent the decoherence is to envisage an information transfer between a computational qubit and a measurement qubit. An example of the later is for instance the mechanism of absorption and refraction of photons by atoms in the cavity QED [41]. However such mechanism is only valid for well known quantum states because the absorbed or emitted photon projects the atom to one of the orthonormal quantum states. Also, this method of preservation is not considered in this paper as it requires a new qubit and thus act as a separate in-space quantum memory.

Taking into account the preservation techniques and the Definition 2 a definition of the preservation is given:

**Definition 3 (Preservation of Arbitrary Quantum State).** Preserving a quantum state corresponds to prevent decoherence or any other operation on a single or multiple qubits between two logic operations separated by an arbitrary time that would result in the change of the qubit(s). Preservation of quantum state however does not include any operation that transfer a quantum state from one qubit to another.

Note that Definition 3 represents any active or passive mechanism (or absence of) that prevents the change of the quantum state. Naturally, the target
of the Definition 3 is mainly the preservation of a quantum state beyond decoherence as described above.

3.3 Measuring the Quantum State
Let a quantum register (QR) be a set of qubits representing a particular state $|\phi\rangle$ of a quantum circuit. Furthermore let two qubits $|a\rangle$ and $|b\rangle$ be part of the QR.

Definition 4 (The state of a QR). The state of a qubit $a$ in a QR is read using a measurement protocol [19, 41] while the state of the non-measured qubit $b$ in the same QR can be described in the four categories below:

1. The non-measured qubit is an element of a non-entangled and non-superposed basis state, and thus the state of the system before and after the measurement will be the same up to the phase.

2. The non-measured qubit is an element of a fully superposed quantum state and its measurement will reduce the superposition from a superposition of $2^n$ basis quantum states to a superposition of $2^{n-1}$ basis quantum states.

3. The non-measured qubit is an element of a fully entangled quantum state and its measurement will result in the collapse of the whole quantum register to one of the states from the entanglement (this is the case when EPR circuit [13, 41] is used as $U$).

4. The non-measured qubit is an element of a partially entangled quantum state and its measurement will result in the destruction of a subset of qubits while leaving the rest of the register unchanged.

Cases 1 and 2 are equivalent from the point of view of the definition 4: the measurement of the a particular qubit leaves the other qubits unaffected. Case 3 changes the state of the unmeasured qubit based on the outcome of the measurement and collapses the whole register to a non-superposed state. Case 4, being a combination of cases 1, 2 and 3, the state of the non measured qubit depends on weather or not it was entangled with the measured qubit(s).

3.4 Discrete Time-Multiplexing of Quantum Operations
Putting together Definitions 2, 3 and 4 with Section 2.1, a new general operation is added to the three operations of the QCCPI (Definition 1): when the sequence of the operations cannot be fitted into the required time period satisfying the decoherence the qubit must be preserved or repaired in order to properly store the desired information. Thus, all four operations on a single qubit can be schematically represented in Figure 2.
The preservation operation (P) in Figure 2 is technology dependent. For the purpose of the problem at hand however the different types of technology related mechanisms are all represented as the maintenance operation P. Observe that both the initialization (I) and the computation (U) are controlled using the state of the input data $|s\rangle$. In the case of the U operation, this means that depending on the value of $|s\rangle$ different unitary transform will be applied. In the case of the I operation, this means that the target qubit will be initialized to the value of $|s\rangle$.

The usage of the preservation operation (P) allows to use a qubit as a memory, however as postulated in Definition 3, the preservation acts on the same qubit that is used for computation. Thus every operation - computation and preservation - must be performed at time-discrete intervals.

**Lemma 1.** The four operations required to manipulate the quantum state as shown in Figure 2 must be multiplexed in a real discrete time intervals.

**Proof.** The quantum state cannot be used for computation and measurement at the same time or for that matter for any two or more of the four operations. This is also not possible in Ion-trap for instance where the wavelength of the laser pulse used to preserve the stored quantum state interfere with the wavelength of the laser pulse used for the computation for instance [53]. The consequence is that a real classical clock must be used and is characterized by:

- if the clock is directly used to generate the pulse for the preservation, the clocks frequency must be equal to the inverse of the wavelength of the preserving frequency. The pulse generation can be replaced by a slower clock device connected to a device generating EM signals more reliably,
- the clock frequency must be at least equal (or larger) to the frequency of the arrival of the input data.
Thus the Figure 2 requires an additional element shown in Figure 3(a).

The circuit in Figure 3(a) has three control variables read, reset and data_detect corresponding to the Rd, Rs and d_d in the LUT (Figure 3(b)) respectively. The data_detect variable is set to 1 if a new input is detected, the reset variable is one if the initialization of the QR is requested and the read operation is set to 1 if the measurement (red out ) is requested. The four output variable corresponds to the four control qubits of the circuit in Figure 2. The function of the control circuit from Figure 3(a) can be summarized in few cases:

- if d_d signal is 1 (no other control signal has been set to 1) apply the unitary operation U using the value of the quantized input data \(|s\rangle\),
- if Rs signal is 1 than if d_d has also been set to 1 initialize the value of the qubit \(|q\rangle\) to \(|s\rangle\); if d_d is 0, then initialize qubit \(|q\rangle\) to a predefined initial state (\(|1\rangle\) or \(|0\rangle\) for example)
- if Rd has been set to 1 apply the measurement to the qubit \(|q\rangle\)
- in any other case apply the preserving operation P.

Note that the requirements from Lemma 1 are not sufficient for a realistic implementation due to timing issues of the individual operations. One critical addition is the insurance that each control configuration leading to reset, initialization or unitary transformation lasts at maximum one clock cycle. This is because in the case of the unitary operation, multiple applications of the same unitary operation could not only not change the state of the qubit but simply add noise to the quantum state.

The requirement for the clock signal clk (Figure 3(a)) to be classical can be relaxed to any discrete counting device that allows to separate individual
operations on the quantum circuit. This means that a quantum clock can be used if it does not generate superposed or entangled clock signals. For instance having a clock generating the Bell states is satisfactory as long as such states can be used to trigger discretely the quantum operations required to the functioning of the quantum circuit.

Finally, observe that the presented computational protocol switches the quantum circuit between two main modes: the memory mode (P) and the computation mode (I,U,M). Following the Definition 3, the memory mode contains all operations on the quantum circuit that preserve its state while the computation mode contains all operations that modify the state of the quantum circuit. Unlike in classical circuits, where these two modes are represented by two distinct physical elements in space, here the two modes are distinct only in time (Section 3.1). The main consequence for the manipulation of logic state is that, while two distinct physical elements allow for a simultaneous reading and computation, in the model presented here this is not possible because the memory and the logic is represented by the same qubit. Thus the requirement for the memory from classical circuits and classical separation in space between memory and logic is now represented in time.

4 CLASSICALLY CONTROLLED QUANTUM CIRCUIT

The discrete time multiplexing and a pseudo-Boolean quantum computer [19, 41] defines a different model of quantum computer. A computer that requires two components: (1) a quantum circuit (performing the actual quantum computation - also called the quantum processor) and (2) a classical digital computer (a generalized controller that controls the quantum circuit).

Definition 5 (Classically Controlled Quantum Circuit). A Classically Controlled Quantum Circuit (CCQC) is composed of the following: quantum register (QR), a set of initialization operators (I), a set of Unitary operators (U), a set of preservation operators (P), a set of measurement operators (M) and a classical computer (C). The quantum register is used to represent and store a quantum state, the Unitary operators are the logic and arithmetic operations allowed on the quantum register. The measurement operators are used to observe and determine the state of the quantum register. The preservation operator is an operation allowing to keep the current state of one or more qubits in the QR. The classical computer decides the timing $\theta$ of application of each of the components of this machine to the quantum register.

A schematic of the CCQC architecture can be represented as shown in Figure 4, with $I$ representing the initialization mechanism, $M$ representing
ACCQC uses a classical controller that synchronizes the quantum operations and applies appropriate transforms to the quantum register (quantum processor) in each of the phases described in Figure 1.

the measurement apparel, $O$ representing the actual outputs of the quantum circuit, $U$ representing the quantum evolution/computation on the quantum register (a quantum processor) and $P$ represents the quantum state preservation mechanism.

### 4.1 Computation on a Classically Controlled Quantum Circuit

To see how a quantum circuit behavior changes from computation to memory and back, let eq. 1 be the procedure to obtain the state of a set of qubits in a Quantum Circuit (QC).

\[
\theta = 0; |\phi⟩ = |0⟩^{⊗n} \rightarrow ρ_φ = |00...0⟩⟨00...0|
\]

\[
θ + δθ; ρ_k = I_k ρ_φ I_k^†
\]

\[
θ + 2δθ; ρ = U ρ_k U^†
\]

\[
θ + 3δθ; ρ_Q = tr a_{l,o}(ρ)
\]

\[
θ + 4δθ; ρ_Q = P(ρ)
\]

The qubits of the quantum processor containing the resulting state $ρ_Q$ - assuming they can be reused - represent a unique storage of a quantum state that upon measurement can be extracted. Observe that the stored information is shown by tracing over a density matrix (eq. 1 - this essentially means that we are not directly concerned about the exact quantum state but rather only by
the observable result. The measured qubits represent the inputs - considered to be accepted in series - and the output bits that are read on request.

The resulting unmeasured - thus unknown quantum state given after each cycle of the computation in eq. 1 requires a method of overcoming the decoherence problem. This can be seen where the $\rho_Q$ is processed by the $P$ operator: after the output of the measurement has been obtained the rest of the quantum register has been preserved. Some of such techniques have been described in Section 3.2.

5 QUANTUM FINITE STATE MACHINE

Considering the Definition 2 and by manipulating the initialization and the measurement steps, a generalized computational protocol is obtained:

Definition 6 (Quantum Circuit Computing Protocol II). A Generalized Quantum Circuit Computing Protocol (QCCP) for a generalized quantum circuit includes the following four steps:

1. Initialization - Initialize the quantum array to an initial state (Step a - Figure 5(a)). Observe that the introduced notation for this step is parameterized: $I^i_n$ represents initialization for each new input $n$

(a) The four steps of the generalized protocol for the (b) A quantum finite state machine build from a sequential quantum circuit. Observe that there is no need to show the feedback as in a standard FSM diagram because the non-measured qubit $q - q'$ preserves its state until the next operation here represented by operation $P$.

FIGURE 5
The generalized CCQC shown in a circuit form and a corresponding QFSM built using the CCQC.
on each qubit \( l \). This is different than in standard (combinational) quantum circuits where the desired initialization can be represented by \( I_n \) - the initialization is done on the whole quantum register before each computational step.

2. Quantum Evolution (Computation) - Perform a unitary transformation on the quantum array (Step b - Figure 5(a)). In the Figure 5(a) the computation is represented by a single operator \( U \) which is built from single-qubit and two-qubit quantum gates. These gates can be quantum permutative, quantum non-permutative or in particular quantum multiple-valued or quantum fuzzy [22, 44]. This step is equivalent to the one used in the standard quantum circuit model [41] shown in Figure 1.

3. Measurement - Measure the array (represented by a set of single qubit measurements) and observe the results (Step c - Figure 5(a)). Each individual measurement is represented by the operation \( M^l \) applied on each qubit \( l \) and resulting in observable \( m_0 \) taking the value of 0 or 1. It is reasonable to expect that the measurement will be parameterized in a similar manner to the initialization \( M^l_n \); this means that while the initialization is parameterized by an input value, the measurement operator’s parameter represents the expected value. For instance the measure for \( |0\rangle \) means that the quantum register is being probed for a successful projection onto the axis of the observable \( m_0 \).

4. Preservation - Apply a technology dependent operation on non measured qubits.

Using this protocol, a state machine could be created from a quantum array by allowing only certain additional assumptions. These assumptions are:

A. Given a quantum array, any qubit from this array can be initialized individually.

B. The individual initialization perturbs the whole quantum array in the same way as a single qubit measurement followed by a single qubit initialization.

C. Unobserved qubits can be preserved in time for as long as it is required.

Assuming that A is satisfied, the quantum state machine is represented in Figure 5(b). In particular this means that any of the qubits in the quantum register can be initialized at different times.
Assumption B implies that from the quantum measurement point of view, we can describe the possible outcomes of a single qubit measurement on a multi-qubit system with four distinct cases (Definition 4).

In this case we consider only that the input qubit is required to be set individually while all other qubits can be only evolved. The process of setting a particular individual qubit to a given value is represented in Figure 6, where the qubit represented as $|I\rangle$ is first measured and then initialized to a desired input state.

Assumption C imposes that the internal state of the QFSM can be reused when next input qubit is detected.

Note that both assumptions A and B require the re-initialization of individual qubits. Such re-initializations require a measurement operation as proven by [43]. For the purpose of this study we reformulate the result of paper [43] in Definition 7.

**Definition 7 (Re-initialization of Unknown Quantum State).** In order to properly reinitialize an unknown quantum state of a qubit, this qubit must be first made visible by a measurement. Thus $|j\rangle \rightarrow U_{j,k}|k\rangle \rightarrow M_k|\phi\rangle$ is valid only if the observable for a given basis of the quantum state $|\phi\rangle$ was obtained previously using the measurement operation. Such observable then allows to apply the Unitary transform $U_{j,k}$ that will change the state of the qubit to the desired target qubit $|j\rangle$.

Definition 7 requires that the given observable is made visible on the known orthonormal basis. This means that for instance if one would use the
POVM measurement, the output of the measurement must be the result of observing one of the k expected values and not be situated in the residual measurement result of the POVM.

**Theorem 1.** The only two requirements for a QFSM to be successfully implemented using the CCQC approach (assuming that Definition 2 holds true) is the availability of the selective-single qubit measurement/setting and the preservation of unknown non-measured quantum states.

**Proof.** First, the requirement for the preservation of the unknown state does no need to be proven as it is a natural condition for any sequential device. Second, the proof for the selective-single qubit measurement/setting is carried in multiple steps below.

1. As the measurement or the initialization of a single qubit has for consequence its complete isolation from its previous system; for instance a system described by a state $|\psi'\rangle = U|\psi\rangle$ with U being unitary transform will, after the measurement of a single qubit $a$, become $\rho_a tr a(|\psi_{b...z}\rangle) \leftrightarrow \rho_a \otimes |\psi_{-a}\rangle$, where $|\psi_{-a}\rangle$ represents the state of the system after being measured for the qubit $a$.

2. Unless the measured qubit and the rest of the quantum system is entangled, the remaining system $|\psi_{b...z}\rangle$ is unaffected by the measurement of $|\psi_{a}\rangle$. This is because the quantum system is in a decomposable (and perhaps superposed) quantum state that can be written as

$$|\psi\rangle = \sum_{j=0}^{2^n} \alpha_j |j\rangle = \bigotimes_{i=0}^{k} |\phi_k\rangle$$

3. If the target measured qubit $a$ is entangled and measured, the result is described by:

$$M_a |\psi\rangle = \rho_a \otimes tr a(|\psi_{m_a}\rangle)$$ (2)

with $tr a(|\psi_{m_a}\rangle)$ being the rest of the quantum system affected by the observation of the result $m_a$ of the measurement of the qubit $a$.

4. The initialization of a single qubit within a quantum system has similar properties as the measurement of it. The setting of a qubit with an initial value $|0\rangle$ is equivalent to: a) a measurement of the given qubit and b) its initialization. This is a natural implication of the fact that the result of the measurement is a basis state, while the result of the initialization is a desired state in general starting from a basis state. Moreover because there is no such function that $\forall |j\rangle$, $U |j\rangle = |k\rangle$, with
\[ k = \text{constant}, \] the initial state is as important as the final state. From this point of view the initialization can be formulated as a QFSM such that for a given input state it generates an appropriate initial state.

5. To prove that the quantum circuit model with the selective measurement/initialization is sufficient to build QFSM the only step remaining is a technological remark. (Other necessary requirements have been proven from a theoretical point of view \cite{19, 26, 50}). In the presented QC representation the problems described concern mainly the speed at which the state of the machine must be retrieved before it is destroyed by the decoherence. Thus the machine must perform all required computation in \( t_{\text{decoherence}} \gg \tau \) and the speed of the machine is given by

\[ \frac{1}{t_{\text{operation}}}. \]

To illustrate the Definition 5 we introduce the hypothetical model of the Ring Quantum Computer (RQC). This didactic model does not restrict our approach to QFSM but shows how the classical computer controls the quantum processor as well as how given a computational protocol, the quantum bits can be reused or not. This means that this model of quantum computer behaves depending on how the classical computer controls the quantum processor. Assuming that the quantum register is reachable for a relatively arbitrary long time (trapped ions, cavity QED, particle accelerator) the stored quantum state state after the computation can be seen as either the result of the computation or a memory of the previous operation.

**Example 1.** Figure 7 shows a quantum computer build as a ring computer. In this example we assume three concentric rings, each containing a group of elementary particles; the input, the output and the state. The computation proceeds as follows: a set of quantum particles are emitted from the emitter \( E \) at speed \( s_\text{i} \) directly to the initialization device. We assume that either there are three emitters that can generate three separate groups of particles in parallel - one group for each ring or that the given emitter can emit groups of particles in a synchronized manner. Such emitter then can generate the particles representing input, state and output travel at the same speed and at the same location of all three rings. This means that input, state and output particles will travel at the same time through the location of the \( U \) block.

Particles injected are initialized to a desired input state (Figure 7, block \( I \)) and travel at constant speed to the computation device \( U \). This in turn performs an operation on the set of qubits and the resulting qubits travel to the measuring device \( M \). There either the computation can be terminated by sending the particles to the collector end or the particles travel back to the initialization device.
The initialization, the unitary transformation and the measurement need to be coordinated with the speed of the particle flow. The initialization must initialize a group of quantum particles to a statistical equivalent of an input state - the same requirement is for the measurement. The Unitary transform - the computation must be done in sequence over such statistical packet of initialized particles so as the individual rotations influence only a subset of such packet and consequently allow the generation of the desired unitary transform. The preservation operation is represented by the rings; particles traveling in the ring are subject to such containment field that during each cycle of their travel (going around in the ring computer) the decoherence is almost negligible.

The reason for introducing the RQC is to explicitly show the facts that independently of weather the RQC is performing a computation on a combinatorial circuit or on a sequential circuit, the particles representing the information in the quantum circuit naturally preserve their state between each application of the Unitary transform at the location of the U block. This means that between each logic operation, the particles represent quantum memory. The re-initialization of the input particles represent a new input to the circuit. The re-initialization of the state particles represent resetting the state variables and re-initialization of the output particles represent resetting the output to some initial value. As a natural consequence of the above illustrated properties, is that not reinitializing these particles means that we store the information in the quantum memory for later usage similarly as it is done in sequential circuits.

Despite having introduced RQC as a didactic model one should consider the fact that the proposed model has several technological problems. We
briefly outline the most important ones in order to keep the didactic model as realistic as possible.

- The particles have to travel at a constant speed
- As it is not possible to directly target only a particular particle \( p \), the overall operation has a statistical behavior and as such the number of used particles will have to be quite high
- The ring quantum computer will behave more-likely as a tube filled with decelerated quantum particles and the results have to be statistically determined not only over the radial section of the computer but also over the radial-temporal section (the throughput) of individual rings. This double approximation allows a better control over the pulses implementing the unitary operations, initialization and the measurement.
- The above computer is still limited by decoherence, absorbing interference. Such phenomena will naturally make the realization of this computer even more difficult, but for the discussion in this section the decoherence is not discussed as we assume that all computation is performed within the decoherence time.
- Finally, in order to preserve particles in various states, the EM containment field has to be neutral with respect to the measured states. For instance assume that the EM field repels the particles based on their charge, then the measured quantity has to be the energy level or spin.

The described operations in Example 1 are already physically possible in some of the current technologies such as Ion Trap [7, 8, 37, 38, 40, 47] or Quantum Optics [17, 18, 25, 28, 42]. However, the presented RQC model is introduced only to illustrate the separation of the classical protocol and the quantum state; the RQC is not the only architecture model we are use in this paper.

### 5.1 Comments on the CCQC-FSM

One could ask why CCQC and what are the advantages of the proposed model. Below the advantages and limitations are summarized:

- As will be seen in the synthesis examples, the design of a unitary matrix automatically solves the state assignment problem. The state assignment problem [23] is the problem of finding the best encoding for a set of states of an FSM. The goal of the state assignment is to find such state encoding that would minimize the logic required for the state changes.
In the case of the CCQC-FSM such technique is not required because the QFSM is represented as a unitary matrix. Designing simply a permutative circuit that satisfies the input-output mapping will automatically satisfy the state assignment such that the overall matrix specifying the QFSM is unitary. This is very unusual for the design of FSMs and thus makes the overall design much simpler.

- The representation of the QFSM as a CCQC is very advantageous because theoretically any circuit can be easily transformed into a QFSM by placing the preserve operation on the appropriate qubits. Moreover, using a single circuit various FSMS can be built according to where the preservation operation is placed. Note that in classical design, the preservation operation would represent storage, and for each added storage the state assignment must be solved.

- The time multiplexing between the logic operations and the preservation operations requires a classical control in the case that the preservation operation requires an active control signal. However, it can be relaxed to the control of only the logic operations if the preservation operation is passive (such as inert environment for instance).

- The CCQC-FSM is convenient for the design of sequence detectors but is not a general purpose model yet for arbitrary type of QFSMS.

- Under particular conditions the classical computer can be removed: if the input information is quantum and the QR is naturally in an inert environment, the machine does not need an classical controller because it will naturally preserve the state of the QR and the input information does not need to be quantized.

6 QUANTUM FLIP-FLOP AS AN EXAMPLES OF QFSM

The simplest known classical FSM is also known as as flip-flop (FF). It contains one bit memory and several types exists (D-FF, T-FF and JK-FF) [23]. In this section we will look at the details of how such or equivalent device can be implemented in the CCQC-FSM model.

To analyze the implementation of some of the well known synchronous flip-flops first let’s look closer at two of them; the T-FF (Figure 8a) and JK-FF (Figure 8b). The T-FF is the toggle flip-flop; looking at the excitation table (Figure 8a) the output of the flip-flop changes with respect to the previous stored state Q when the T input is set to ’1’ and remains the same otherwise. In the case of the JK-FF the excitation table (Figure 8b) shows that when $JK = 10$ the state Q is set to ’1’, when $JK = 01$, Q is set to ’0’, when $JK = 00$ the state Q remains at its previous value and when $JK = 11$ the
state $Q$ is toggled. In both Tables from Figure 8a and Figure 8b the present state is indicated by $Q$ and the next state is indicated by $Q'$. 

To illustrate the quantum counterpart of the classical FFs introduced above the T Quantum flip-flop (T-QFF) from Figure 9a is used as an example. The device in Figure 9a has the internal state represented by the qubit $q_1$ and the input is given by the qubit $q_0$. The output is obtained by measuring qubit $q_1$; the state qubit. For instance, let the unitary transformation $U$ be a $[CNOT]$ quantum gate with the XOR portion of the CNOT gate acting on the bottom qubit $q_1$. Then the corresponding next-state excitation function is shown in the Table 2a. The analysis of Table 2a shows that effectively the realization of a quantum equivalent of a T-QFF (Figure 9a) is implemented using a single quantum gate.

---

**FIGURE 8**
Standard synchronous Flip-Flops: (a) T Flip-Flop, (b) JK Flip-Flop.

**FIGURE 9**
A Quantum flip-flop (QFF) implemented with two qubits. Observe that when $U$ is $[CNOT]$ it is a standard T flip-flop, when $U$ is the $[SWAP]$ gate it is a PK flip-flop.
TABLE 2
a) Next-state excitation function of a T-QFF realized using a CNOT gate, b) Next-state excitation function of a Quantum FF using a SWAP gate

<table>
<thead>
<tr>
<th></th>
<th>$q_0(T)$</th>
<th>$q_1'$</th>
<th>$q_0'$</th>
<th>$q_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$q_1(K)$</th>
<th>$q_0(P)$</th>
<th>$q_1'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Note that the $I_0^1$ operator represents the initialization of the state S (qubit $q_1$) of the QFF and the operator $I_0^0$ represents the initialization of the QFF’s input (the input qubit $q_0$ controls the CNOT gate). The QFF from Figure 9 is intended to accept classical input information through the classical computer which uses the initialization operators to set the QFF input and after the application of the U operator measures the output qubit to obtain classical output. Also observe that the introduced operation P is required if the state of the QFF is not observed within the decoherence time interval.

Observe that the notation used for the initialization and the measurement operations is not meant to indicate to what values is the qubit initialized or measured. Instead the focus is only to clearly indicate on what qubit and at what time during the computational process the measurement and the initialization is performed. The value that a given qubit is initialized depends on the function to be computed and on the classical input the classical computer received. Thus the $I_0^0$ initialization means that the qubit $q_0$ is initialized every time before the unitary computation is applied. The $I_0^1$ means that the qubit $q_1$ is initialized only at step 0 - before the overall computation is performed. Similarly, in the rest of this paper the measurement $M_n^1$ means that the qubit $q_1$ is measured after n computational steps and $M_0^0$ means that qubit $q_0$ is measured after every application of the computation.

Figure 9b and Table 2b shows the implementation of another type of quantum FF using a SWAP gate instead of a CNOT gate. Observe that this FF is almost equivalent to the JK-FF up to the row with the inputs ’11’ and thus is called the quantum PK-FF. In the traditional JK-FF when both J and K are set to value ’1’ the previous state stored in Q toggles its value (thus implementing the T-FF). In this case of the quantum PK-FF both the combinations of input values ’00’ and ’11’ preserves the previous quantum state. this is because the quantum PK-FF uses one of the inputs as the output Q.

To realize exact quantum equivalent to the JK-FF let’s have a look on the unitary operator that could - if created - generate the same output values. The
matrix from eq. 3 shows the reversible realization of the JK-FF in a unitary operator. The inputs to this unitary operator are the JK inputs and the previous state Q and the output is the next state Q'.

\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{pmatrix}
\]

(3)

The unitary operator from eq. 3 could be used to built a quantum JK-FF but requires three qubits. Such device is shown in figure 10.

The QFF introduced above is different from the classical FF in the following way. First, the clock that is one of the requirement of the FF is not explicitly present. Rather the clock is integrated in the classical computer that times the required steps: initialization, computation and measurement. Also, in a flip-flop the output variable Q is in general negated in an additional output and thus a normal FF has two outputs Q and \( \overline{Q} \) (Figure 8). Such implementation might not however be always possible to realize it in quantum because the internal state of the QFF is not always known before the measurement operation.

Also observe that when another gate is used, the QFF has different states. For instance using a CV gate, will create a QFF with quantum states \( |0\rangle \)

\[
\begin{array}{ccccccc}
\text{Classical Input} & \text{Classical Computer} & \text{Classical Output} \\
K = q_0 & I^0 & U & P & M & O & Q \\
J = q_1 & I^1 & & & & \\
Q = q_2 & I^2 & & & & \\
\end{array}
\]

FIGURE 10
A Quantum JK Flip-Flop (JK-QFF) implemented with three qubits
and \( \frac{1+i}{2} |0\rangle + \frac{1-i}{2} |1\rangle \). Then, to obtain the states \( \{|0\rangle, |1\rangle\} \) an appropriate set of projective or POVM measurements must be used.

Finally, note that measurement operation is explicitly used to demonstrate the functionality of the QFF. However, it is assumed that using our model of CCQC-FSM described in Section 3 the measurement is an optional operation; if the storage is required to preserve a given quantum state it should not be measured if this information is required for later computational steps. Thus using the described computational protocol both one-way and two-way QFSM can be theoretically implemented.

7 QUANTUM LOGIC SYNTHESIS OF SEQUENCE DETECTORS

In this section, examples of design of QFSMs for sequence detection are given. The synthesis problem studied in this section is to find the simplest circuit for a sequence of given outputs. This means that the tasks starts from a description of some observable input-outputs of a QFSM and the goal is to design such circuit that would satisfy the known (or desired) input-output mapping.

Example 2 Synthesis of QFSM from examples of input/output sequences. Assume the sequential oracle (representing for instance the Nature or the robot’s environment) as given by a state diagram in Figure 11a. This oracle can represent partial knowledge and a deterministic or probabilistic machine of any kind. Assume that there is a clearing signal (denoted by an arrow in Figure 11a) to set the oracle into its initial state. The observer does not know the diagram of this machine - he can only observe its behavior from outside (machine in Figure 11a). By giving initial signals and input sequences and observing output sequences the observer can create a behavior tree given in Figure 11b.

Assume that the oracle from Figure 11a is represented by the sequences deduced from the diagram (Figure 11b). A set of such sequences are shown in eq. 3.

The first column of Table 3 shows the number of the input sequence, the next three columns shows the three consecutive inputs to the FSM right after being initialized and the last three columns shows the corresponding output sequence to the inputs. For example, the machine is initialized and then the input sequence 1 is fed to the machine. For each input at a time \( t^n \) an output with index \( t^n \) is generated. Thus the sequence of input states \( |0\rangle, |0\rangle, |0\rangle \) generates the \( |1\rangle, |1\rangle, |1\rangle \) output states. Such sequences can be found when starting from either the tree (Figure 11b) or from the state diagram (Figure 11a). Observe that the state qubit is not shown in (3). Naturally the
set of sequences is only partial as there can be an infinite number of such sequences. This is because in the oracle learning, each sequence is defined by a recursive application of the operator $U$. The overall procedure for the detection of a sequence of length $j$ by the designed QFSM can be summarized as follows:

1. Initialize all qubits of the quantum register to the initial desired state,
2. repeat $j$ times:
   (a) Initialize the input qubit to a desired state and set the output qubit to $|0\rangle$

<table>
<thead>
<tr>
<th>Sequence Number</th>
<th>$t^0$</th>
<th>$t^1$</th>
<th>$t^2$</th>
<th>$t^0$</th>
<th>$t^1$</th>
<th>$t^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$</td>
<td>0\rangle$</td>
<td>$</td>
<td>0\rangle$</td>
<td>$</td>
<td>0\rangle$</td>
</tr>
<tr>
<td>2</td>
<td>$</td>
<td>0\rangle$</td>
<td>$</td>
<td>0\rangle$</td>
<td>$</td>
<td>1\rangle$</td>
</tr>
<tr>
<td>3</td>
<td>$</td>
<td>1\rangle$</td>
<td>$</td>
<td>0\rangle$</td>
<td>$</td>
<td>0\rangle$</td>
</tr>
<tr>
<td>4</td>
<td>$</td>
<td>1\rangle$</td>
<td>$</td>
<td>0\rangle$</td>
<td>$</td>
<td>1\rangle$</td>
</tr>
<tr>
<td>5</td>
<td>$</td>
<td>1\rangle$</td>
<td>$</td>
<td>1\rangle$</td>
<td>$</td>
<td>0\rangle$</td>
</tr>
<tr>
<td>6</td>
<td>$</td>
<td>1\rangle$</td>
<td>$</td>
<td>1\rangle$</td>
<td>$</td>
<td>1\rangle$</td>
</tr>
</tbody>
</table>

**TABLE 3**
Example of output sequences generated by random inputs.
(b) Apply the quantum operator on the quantum register of the QFSM
(c) Measure the output qubit and observe the result

From the diagnostic tree (Figure 11b) and the Table 3 it is possible to deduce the state transition table of QFSM (Table 4).

The state transition function is directly realizable in quantum circuit because for each combination of the input and the state a unique next state is assigned (Table 4a).

However, the Table 4b shows that while in state a the output is always 1 (no matter the input) and while in state b the output is 1. Because in state a the output is a constant value, the state machine cannot be directly realized on three qubits but requires one ancilla qubit that will allow to embed the non-reversible output function to a larger reversible block.

Thus the unitary transform for the output function $U_o$ must include at least the four following input-output mappings:

\[
\begin{align*}
|q, i, o\rangle &\rightarrow |q', i', o'\rangle \\
|0, 0, 0\rangle &\rightarrow |0, 0, 1\rangle \\
|0, 1, 0\rangle &\rightarrow |0, 1, 1\rangle \\
|1, 0, 0\rangle &\rightarrow |1, 0, 1\rangle \\
|1, 1, 0\rangle &\rightarrow |1, 1, 0\rangle
\end{align*}
\]

(4)

with $|q, i, o\rangle$ representing the state, the input and the output of the QFSM respectively. Also for the eq. 4 to be correct we also assume that the output qubit is observed after each input and for each new input it is re-initialized to $|0\rangle$ (of course, this initialized value is not seen on the output qubit, and the new value is seen after the measurement).
The unitary transform used for the state transition $U_q$ is a Controlled-NOT gate as can be seen in the eq. 5.

$$
\begin{align*}
|i, q\rangle &\rightarrow |i', q'\rangle \\
|0, 0\rangle &\rightarrow |0, 0\rangle \\
|0, 1\rangle &\rightarrow |0, 1\rangle \\
|1, 0\rangle &\rightarrow |1, 1\rangle \\
|1, 1\rangle &\rightarrow |1, 0\rangle \\
\end{align*}
$$

The design of these two unitary transforms conclude this example. The schematic of the circuit is shown in the Figure 12.

Observe that in both eq. 4 and eq. 5 the state qubit takes value $|0\rangle$ and $|1\rangle$ corresponding to the state $a$ and $b$ respectively. Moreover, notice that the state transfer function and the output generation functions are separated. This is contrary to classical description of QFSMs where only a single function is given. This is natural because as both the state transfer and output generation functions are both reversible they can be combined into a single function. Thus combining eq. 4 and eq. 5 a combined state transfer/output function must contain at least the following transitions:

$$
\begin{align*}
|q, i, o\rangle &\rightarrow |q', i', o'\rangle \\
|0, 0, 0\rangle &\rightarrow |0, 0', 1\rangle \\
|0, 1, 0\rangle &\rightarrow |1, 1', 1\rangle \\
|1, 0, 0\rangle &\rightarrow |1, 0', 1\rangle \\
|1, 1, 0\rangle &\rightarrow |0, 1', 0\rangle \\
\end{align*}
$$
The approach illustrated in Example 2 can be summarized in the following pseudo-algorithm:

1. From a set of input-output pairs create a FSM table.
2. Minimize it using well-known minimization methods [23, 24, 49].
3. Do the state assignment using well-known methods [23, 24, 49].
4. Find excitation functions like for a D Flip-Flop which means the encoded transition function becomes directly the excitation function.
5. Decide what are the input, output and state qubits. Realize the excitation functions using the quantum array.
6. Add measurement and initialization devices to input, output and state qubits as discussed earlier.
7. Draw final schematic.

8 REMARKS NO ONE-WAY AND TWO-WAY QUANTUM FINITE STATE MACHINES

Finally, in the presented circuit notation, the difference between the first and the second class of the QFSM can be simply represented. The QFSM presented in this paper, if implemented without measurements on output and input qubits (the measurement is executed only after \( l \) computational steps) the QFSM becomes the well-known two-way QFSM [26] because the machine quantum state \( |q⟩ \) can be in superposition with both the input and the output states. This is equivalent to stating that the reading head of a QFSM is in a superposition with the input tape as required for the time-quadratic recognition of the \( \{a^n b^n\} \) language [26].

Thus, to represent the 1-way and the 2-way QFSM in the circuit notation the main difference is in the missing measurement operations between the application of the different \( CU \) (Controlled-U) operations. This is represented in Figures 13 and 14 for the 1-way and the 2-way QFSMs, respectively.

**FIGURE 13**
Example of circuit implementing 1-way QFSM.
To summarize, a general schema for implementing the One-way or the Two-way QFSM can be represented by a general schema shown in Figure 15. Observe that the blocks P/M represent the distinction between the One-way and Two-way QFSMs: when the block is set to perform measurement after each operation it is the One-Way QFSM and Two-Way QFSM otherwise.

9 CONCLUSIONS

In this paper we introduced the Quantum Logic Synthesis for Quantum Finite State Machines based directly on quantum combinational circuits. We showed that in essence these synthesis problems of quantum combinational arrays and automata can be solved using similar QLS methodology; by specifying either the desired machine by a state transition matrix (Unitary operator) or by an observable sequence of output states, the QLS developed for synthesis of quantum logic circuits [3, 20, 29, 30, 32, 45] can be used as well
for the synthesis of QFSMs. Unlike in other approaches to QFSMs, we provided a direct technology related methods and theory about how the QFSMs could be implemented in the future.

The provided examples illustrate the fact that designing QFSMs in the circuit model can be advantageous from at least the following two points of view:

- The synthesis design of reversible quantum circuits can be easily adapted to the synthesis of QFSMs
- The technological implementation does not require new devices or approaches when dealing with QFSMs; the same technology that is used to operate circuits can be used to operate QFSMs with the only difference is how to go about treating the individual (or groups) of elementary particles

Future works include an implementation of a fully automated algorithm in order to compare the synthesis on some selected benchmarks as well as the formulation of a complete theory on the relation between quantum circuits and QFSMs. Practical synthesis and simulation of various classes of sequential automata will be also done for several examples of language acceptors and generators from the literature [19].

One of the open problem that remains to be solved, and not only for the CCQC-FSM model is the diagnostic and analysis of arbitrary QFSMs. In this paper we provided a starting point for the analysis of QFSMs used for sequence detection. However it is not yet clear how for instance machines such as proposed in [26] could be diagnosed and verified for correctness. In classical FSM theory and practice, the sequential devices are analyzed using the homing and distinguishing input sequences. It is an open problem whether such sequences can be used successfully on QFSMs and what would be the complexity of such diagnostic process.
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