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The XV Latin-American Symposium on Chronobiology (LASC 2019) (www.lasc2019.
org) was held in Uruguay, for the first time, from October 7 to 11, 2019, at the Convention 
Center of  the Hotel Mirador in Colonia del Sacramento. It was coordinated by an Organizing 
Committee with members selected from a group of  Uruguayan researchers related to the 
disciplines of  Sleep and Chronobiology, and chaired by Dr. Ana Silva and Dr. Pablo Torterolo. 
The Organizing Committee was supported by a Scientific Advisory Group composed of  
prestigious researchers from Argentina, Brazil, Chile, Mexico, and USA.

LASC 2019 was a big success that brought together 198 participants from five Latin 
American countries, as well as from USA, Germany, Italy, Netherlands, and Israel, with an 
excellent relationship between senior researchers and students (1-1.4).

The scientific program, available in LASC 2019 website, included four plenary 
conferences by leading researchers, on topics of  disciplines of  high impact and importance. 
Roberto Amici (Bologna University, Italy) presented: “Torpor and sleep: what’s the link”; 
Horacio de la Iglesia (University of  Washington-USA): “Sleep: lost and not found”; Gina Poe 
(University of  California- Los Angeles, USA): “Sleep features that optimize adaptive memory 
reorganization”, and Noga Kronfeld-Schor (Tel Aviv University, Israel): “Chronobiology 
of  interspecific interactions in a changing world”. LASC 2019 also included eight symposia, 
five workshops, two poster sessions, and an opening session dedicated to the presentation 
of  works by Latin-American young researchers.  There were 63 speakers and 103 posters 
presented in two sessions.  LASC 2019 closed with an outreach final session dedicated to the 
communication and transfer of  chronobiological knowledge to the society (Title of  the Round 
Table: “El reloj en la Sociedad”). Four speakers chaired by Dr. Diego Golombek (Universidad 
de Quilmes, Argentina) from Argentina (Andrea Pattini, Universidad de Mendoza, and Juliana 
Leone, Universidad de Quilmes), Brazil (Claudia Moreno, Universidade de Sao Paulo), and 
Chile (John Ewer, Universidad de Valparaíso) presented examples of  the endorsement of  
social policies based on chronobiological evidence in Latin America. 

Before and in parallel with the LASC 2019, the first Latin American School of  
Chronobiology and Sleep was organized by Dr. Adriana Migliaro, Dr. Alicia Costa and Dr. 
Luciana Benedetto from the Universidad de la República, Montevideo, Uruguay.  This School, 
conceived as a satellite event to LASC 2019, was an initiative aimed to promote future Latin 
American chronobiologists to interact among them, and with US and European consolidated 
scientists.  It consisted of  two main modules. The first one was held in Montevideo and 
consisted of  foreign and local faculty lectures as well as hands-on training. The second one 
took place in Colonia del Sacramento, in simultaneous to LASC 2019; it included a data 
analysis workshop, data blitz sessions and the “meet the experts” dinner.  The School was 
kindly supported by the International Brain Research Organization (IBRO).

Organizing LASC 2019, and the associated School of  Chronobiology and Sleep 
was an enormous challenge for the Uruguayan chronobiology community that had an 
enormous impact in the consolidation of  regional and international collaborations. 
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We could not envisage a better corollary to LASC 2019 than the 
edition of  this Special Edition of  the Sleep Science Journal, 
in which we highlight the best poster presentations, whose 
authors were invited to write and submit a report (original or 
short review of  the research topic). A jury of  experts appointed 
among LASC 2019 participants evaluated all the posters and 
selected the presentations of  young scientists from Argentina, 

Brazil, Chile, Mexico, and Uruguay. The selected works not 
only involve studies on a wide variety of  models systems 
including traditional rodents, native animals, and humans, but 
also encompass the great diversity of  topics and approaches 
that belong to Chronobiology. Taken together, they emerge as a 
good picture of  the diverse cutting-edge contributions of  Latin 
America Chronobiology.
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ABSTRACT

Most living organisms have a circadian timing system adapted to optimize the daily rhythm of  
exposure to the environment. This circadian system modulates several behavioral and physiological 
processes, including the response to natural and non-natural rewards. Food is the most potent 
natural reward across species. Food-seeking is known to be mediated by dopaminergic and 
serotonergic transmission in cortico-limbic pathways. In the present review, we revise the evidence 
that documents a circadian modulation of  reward-related behaviors, with special emphasis in 
natural rewards. Elucidating the effect of  circadian rhythms on motivation behavior may contribute 
to improve treatment related to psychiatric disorders or drugs of  abuse.
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INTRODUCTION
The circadian clock is an endogenous timing system 

that drives rhythmicity with a period close to 24-h in almost 
all living organisms. Some physiological and behavioral functions 
regulated by the circadian system include the sleep-wake cycle, 
body temperature, hormone release, and gene expression. For 
instance, nearly half  of  all mammalian genes are rhythmically 
expressed in one or more tissues1. Circadian rhythms continue 
to operate in constant environmental conditions (i.e., free-run), 
indicating the endogenous nature of  circadian rhythms 
(reviewed in2). Within the brain, many reward-related areas 
express circadian clock genes3.

Motivation is a complex behavior that pushes us to 
perform actions to achieve goals4. Rewards are recognized to act 
as hedonic incentives, causing neural representations that elicit 
motivation and goal pursuit. Appropriate responses to natural 
rewards (such as food or sex) were evolutionarily important 
for survival, reproduction, and fitness. At the anatomical level, 
reward-related behavior emerges from the dynamic activity of  
neural networks involving several brain structures, such as the 
nucleus accumbens (NAc), the prefrontal cortex (PFC), the 
hippocampus (Hipp), the amygdala (AMG), and the thalamus5. 
In addition, it is well known that dopaminergic and serotonergic 
pathways play an important role in mediating reward processing6. 
Several components of  both monoaminergic systems are 
modulated in a circadian fashion.

In recent years, consistent evidence on circadian 
regulation of  motivation and reward behaviors has emerged 
as a consequence of  its relevance in psychiatric disorders 
(reviewed in7, 8) and drug addiction (reviewed in9-11). In the 
present review, we will revise the literature concerning the 
circadian influence in motivation and reward-related behaviors, 
with a main focus on natural (e.g., food) rewards.

THE CIRCADIAN SYSTEM
In mammals, the master circadian oscillator is located in 

the suprachiasmatic nuclei (SCN) of  the hypothalamus, and it is 
mainly synchronized by the light/dark (LD) cycle12, which acts 
together with secondary and peripheral oscillators to keep daily 
and circadian rhythms. The synchrony or temporal coordination 
of  circadian oscillators between central and peripheral tissues, 
and their alignment with the external environment, is extremely 
important for maintaining organism homeostasis13.

At the molecular level, circadian oscillations in the SCN 
are sustained by negative feedback loops of  transcriptional and 
translational processes. In the mammalian circadian system, 
a primary feedback loop is composed by the positive elements 
CLOCK and BMAL1, which heterodimerize and promote the 
transcription of  per (Period) and cry (Cryptochrome) genes 
(negative elements) by acting on specific binding sites (E-box 
sequences) located in their promoter region. After transcription 
and translation, PER and CRY proteins heterodimerize and 
translocate to the nucleus to inhibit their own transcription 
by acting on the dimer CLOCK/BMAL114. Each 
transcriptional/translational loop takes near 24-h to complete. 

In addition to this primary loop, another negative feedback loop 
contributes to clock precision and robustness. In the second 
loop, the protein REV-ERBα moves to the nucleus to repress 
bmal1 expression; inversely, RORα can stimulate its transcription, 
both binding to RORE (Retinoic acid-related Orphan receptor 
Response Element) sites on the bmal1 promoter15, 16. These 
oscillations of  negative and positive elements generate circadian 
rhythmicity, which regulates the circadian output pathway by 
driving downstream clock-controlled gene (CCG) expression.

In both SCN cells and non-SCN oscillators cells, the 
transcriptional/ translational feedback loops involve essentially 
the same core clock components, although some variations are 
present. For example, in some brain areas - including the forebrain 
and the mesolimbic system - the neuronal PAS domain protein 2 
(NPAS2) acts as a functional substitute for CLOCK17, 18.

The current view of  the circadian system implies a 
hierarchical multi-oscillator network of  circadian clocks19. This 
network involves a master oscillator synchronized by light (the 
SCN), additional central oscillators synchronized by non-photic 
signals (such as food and certain drugs, see below), and peripheral 
oscillators (in diverse organs and tissues). Additionally, different 
regions within the brain (referred as secondary oscillators) 
express rhythmically the core clock genes, and are also capable 
of  sustaining rhythms when they are isolated from the organism 
and grown in vitro20, 21. It has been proposed that outside-SCN 
brain clocks are useful for timing behavioral and physiological 
tasks to underlie specific activities during the 24-h, such as 
sleep, vigilance, learning, motivation, vision, or olfaction22. In 
this sense, understanding the role of  circadian rhythmicity in 
extra-SCN brain structures it is relevant not only to elucidate 
the circadian network functioning as a whole, but also to 
comprehend how temporal regulation affects the production of  
complex behaviors.

Although the SCN is considered to be the main regulator 
of  circadian rhythms, there are at least two central oscillators 
that are non-photically entrained - the food-entrainable 
oscillator (FEO) and the methamphetamine-entrainable 
oscillator (MASCO) - which are independent from the SCN23, 24. 
When food availability is limited to a few hours during each 
day, mammals quickly alter daily rhythms of  physiology and 
behavior, such as locomotor activity, body temperature, and 
corticosterone secretion, to correlate with the food availability 
rhythm. Under these circumstances, a clear behavioral output 
is food-anticipatory activity (FAA), which implies an increase 
in locomotor activity that occurs before a daily timed meal. 
This food-entrainable oscillator is independent of  the SCN 
and still displays clear circadian characteristics. One of  its 
most important features is that FAA persists in the absence of  
food, suggesting that the FEO is able to generate a sustained 
free-running rhythm25, 26. Nevertheless, the anatomical loci 
of  this oscillator is unknown. It is worth noting that at least 
some features of  circadian entrainment (such as non-photic 
synchronization induced by forced locomotion or feeding) 
also depend upon reward-related mechanisms, including 
dopaminergic activation.
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MOTIVATION-RELATED BEHAVIOR
Although different authors use slightly different definitions 

of  this term, motivation typically refers to the willingness to invest 
resources (such as time or effort) in order to receive a reward 
or to avoid a punisher27, 28. Thus, several behavioral processes 
are collectively regarded as motivation-related behavior, such as 
reward and punishment learning, incentive processing, and goal-
directed behavior. Different components of  motivation have been 
distinguished29, 30. The “liking” component implies the experience 
of  pleasure, while the “wanting” component (incentive salience) 
implies the motivation to obtain it. Although research on this topic 
includes studies of  both aversive and appetitive motivation, the 
present review focuses only on appetitive behavior.

Several evidences point to dopamine (DA) and serotonin 
(5-HT) signaling in controlling appetitive motivation and 
natural reward processes - such as those regulating food and 
sexual behaviors31. Food intake is regulated by complementary 
homeostatic and hedonic mechanisms. While hypothalamic 
nuclei mainly regulate the homeostatic drive of  feeding, cortico-
limbic structures control rewarded feeding behaviors9, 32.

The NAc integrates reward and motivational inputs and 
translates them for motor outputs. Excitatory glutamatergic 
inputs carrying information of  context, cues, and behavioral 
control from the PFC, Hipp, AMG, thalamus, and other 
regions converge onto the NAc (Figure 1). In the NAc, DA 
mediates these effects through D1-like and D2-like receptors. 
Although DA appears to be a neural communication system 
shared by food and drug seeking, the mechanisms involved 
in these two processes may differ5. In support of  a role for 
DA in motivation for food reward, it has been reported that 
after forebrain DA depletion, animals will cease to actively 
search for food (and eventually starve to death), but they 
will still consume food when it is placed in their mouth27. It 
was also found that treatment with DA receptor antagonists 
reduced responding for food under behaviorally demanding 
schedules (i.e., when animals have to make a relatively 
large numbers of  responses for food), but not when little 
or no effort was required to obtain it27, 33. In this context, 
it is generally assumed that DA is mainly involved in the 
“wanting” component of  motivation27.

Figure 1. Main brain circuits involved in the circadian modulation of  motivation for food reward. The NAc receives glutamatergic inputs from the PFC, AMG, and hippocampus, 
and provides GABAergic input to the VTA as well as the GP. The VTA also sends afferent inputs to the PFC. Each of  these critical extra-SCN brain regions has been shown 
to maintain rhythms and to express circadian genes and proteins with clock and non-clock regulatory functions. An indirect SCN output circuit may be involved in the circadian 
regulation of  motivated behaviors. The SCN provides direct inputs to mPOA, LHb and DMH, which in turn project to the VTA. In addition, DRN neurons receive light 
information from the circadian visual system and send serotonergic afferents to the VTA. Color lines indicate different neurotransmitter signaling. Abbreviations: AMG, amygdala; 
CPu, caudate putamen; DMH: dorsomedial hypothalamus; DRN, dorsal raphe nuclei; GABA, gamma-aminobutyric acid; 5-HT, serotonin; GP, globus pallidus; Hipp, hippocampus; 
LHb, lateral habenula; mPOA, medial pre-optic area; NAc, nucleus accumbens; SCN, suprachiasmatic nuclei; SN, substantia nigra. VTA, ventral tegmental area. Modified from82.
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5-HT has also been reported to affect motivation. Selective 
5-HT reuptake inhibitors (SSRIs) act on the serotonin transporter 
(SERT), which is responsible for reuptake and recycling of  
released 5-HT. Blockade of  SERT by SSRIs results in elevation 
in extracellular 5-HT levels. Several findings showed that SSRIs 
reduced responding for drug reinforcers, or shifted it in ways 
that indicated reductions in motivation34. In regards to natural 
rewards, Sanders and collaborators reported an effect of  the 5-HT 
reuptake inhibitor fluoxetine and genetic deletion of  SERT on 
food-reinforced behavior in three paradigms: the progressive ratio 
(PR) task, which tests the amount of  work an animal is willing to 
perform for food reward, the concurrent food choice operant task, 
which allows an analysis of  effort expended to obtain a preferred 
reward, and the Pavlovian-to-Instrumental transfer task (PIT), 
which examines the ability of  Pavlovian conditioned cues that 
predict reward to enhance operant responding. Both fluoxetine 
treatment and SERT gene deletion reduced operant responding 
for food reward as well as a generalized reduction in motor 
output34. Moreover, optogenetic stimulation of  5-HT neurons 
promotes waiting for expected reward, suggesting their role in the 
reward anticipatory behavior35, 36. It has been recently reported that 
5-HT neurons in the dorsal raphe nuclei (DRN) respond when 
an animal expects and receives various natural rewards (such as 
food, sucrose, sex or social interaction), suggesting that the DRN 
serves as an important reward-processing station in parallel to the 
midbrain dopamine center37.

CIRCADIAN MODULATION OF MOTIVATED 
BEHAVIOR

Behavioral circadian modulation.

At the behavioral level, the response to several types of  
reinforcers has been reported to be modulated by the circadian 
system38. A large body of  evidence reported daily circadian rhythms 
in self-administration of  drugs of  abuse, as well as sensitization and 
locomotor activation after drug intake in rodents (reviewed in9-11). 
Regarding the circadian influence in motivation and reward-related 
behaviors to natural rewards (i.e., sex or food) the existing literature 
is more limited. For instance, Webb and collaborators reported that 
sexual performance and mating behavior presented a rhythmic 
variation throughout the day in rats, with a maximum for sex 
reward during the middark period of  the LD cycle39. In mice, 
a daily and circadian rhythm in sucrose intake and preference 
was observed, with greater values during the dark phase. In 
addition, these rhythms were abolished in the arrhythmic period2 
mutant mice40, suggesting that circadian rhythms of  hedonic 
feeding behaviors may be under control of  the circadian molecular 
machinery. It has also been shown that the nuclear receptor Rev-
Erbα is important for modulating the orexinergic activity in the 
lateral hypothalamus of  mice in response to food-reward signals32.

We recently demonstrated a robust variation in 
motivation for food reward in young and aged mice by using 
the PR task. This rhythm was also sustained in constant 
darkness conditions (DD), suggesting that this variation in 
motivation is endogenous and constitutes a circadian rhythm. 

Surprisingly, we found that the rhythm in motivation is preserved 
in aged mice. Animals exhibited higher motivation for food 
reward during the nighttime (their active phase) compared 
to the daytime (their resting phase).  Additionally, circadian 
arrhythmicity induced by constant light (LL) significantly 
reduced motivation. We also found that the LD conditions 
cause a generalized decrease in motivation in both phases 
tested (day and night), as compared to the DD conditions. 
Most importantly, we demonstrated that the effect of  the 
alternating LD cycle exerted a more dramatic consequence 
on the motivated behavior displayed during the day. What’s 
more, the daily and circadian variation on motivation for food 
reward was maintained in mice without calorie restriction when 
chocolate was used as a reward. Overall, these results suggest 
that the circadian system may influence different aspects of  
motivated and reward-related behaviors, including both the 
physiological driven states - that promote food consumption - 
and the hedonic aspects associated with feeding41.

Circadian modulation of  dopaminergic and serotonergic 
signaling within cortico-limbic areas.

Numerous studies documented the circadian modulation 
of  DA signaling in different brain areas. For example, circadian 
regulatory elements were found in the promoter regions of  
genes expressing the monoamine oxidase A (MaoA)18, the 
tyrosine hydroxylase (TH)42, the dopamine transporter (DAT)43, 
and the dopamine receptor type 3 (DRD3)44. More importantly, 
daily rhythms of  expression in almost all the components 
of  dopaminergic metabolism have been documented39, 45, 46. 
Moreover, results from our group show that striatal DA levels 
measured by HPLC-ED present a daily rhythm under LD 
conditions in mice, with lower levels during the day and a peak 
during the night47. This is consistent with previous reports in 
rats48, 49. These higher DA levels found during the night coincide 
with better performance observed on interval timing - a 
cognitive task dependent of  DA signaling in the dorsal striatum 
- in the nocturnal phase of  the LD cycle50. Furthermore, striatal 
DA and TH levels, as well as DA turnover, also presented daily 
variations in LD that did not persist under circadian disruption 
due to LL conditions47. Indeed, under LD, TH levels were 
also rhythmic in substantia nigra (SN), the main dopaminergic 
input to the striatum. Taken together, these results suggest 
that striatal DA arrythmicity is a consequence of  the lack of  
circadian rhythms in both DA synthesis and degradation. These 
results led to propose that under LD conditions, rhythmic DA 
oscillation in the dorsal striatum might be caused by rhythmic 
input from SN or VTA, as previous studies have demonstrated 
the expression of  circadian clock genes in these structures51, 52. 
The protein products of  these clock genes act as transcription 
factors through binding to specific elements in promoter 
regions, such as E-boxes and RORE elements14. As mentioned 
above, these sequences have been found in the promoter region 
of  components involved in dopaminergic metabolism, such as 
DAT, TH, and DRD3, suggesting that the expression of  these 
components is under circadian regulation.
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5-HT has also been implied in the circadian regulation 
of  reward related behavior. For example, some findings suggest 
that cocaine acts in the SCN by enhancing 5-HT signaling53, 54. 
On the other hand, serotonin release is rhythmic in nocturnal 
rodents with a peak during their active phase55, and both SERT 
and sert gene expressions showed rhythmicity in the midbrain56. 
A study using in vivo microdialysis indicated that diurnal changes 
in the 5-HT metabolite hydroxyindole acetic acid (5HIAA) levels 
were observed in the PFC but not in the hippocampus, and that 
the higher levels of  5HIAA might be related to the enhanced 
neuronal activity of  5-HT57. Mouse exposure to chronic stress 
led to decreased motivation for sucrose reward, while the 5-HT2c 
receptor antagonist agomelatine was effective in reducing the 
stress-induced behavior and in increasing perseverance58. Taken 
together, these studies point at 5-HT signaling as a mediator of  
some aspects of  the circadian modulation of  reward behavior.

Rhythmic clock gene expression in cortico-limbic areas.

Many of  the core clock genes that drive circadian 
rhythmicity are expressed in cortico-limbic structures and, in 
some instances, are rhythmic. For example, the proteins PER1 
or PER2 have been reported to oscillate in the NAc, the bed 
nucleus of  the stria terminalis (BNST), the AMG, the Hipp 
and the PFC39, 59-65. Furthermore, oscillations of  BMAL1 in the 
NAc has been documented39. BMAL1 and PER1 have also been 
detected in the rat VTA but appear to be constitutively expressed 
in this region20, 39. Accordingly, it is possible that the observed 
rhythmicity in reward may be mediated in part by local NAc 
clock gene oscillations. Nevertheless, a rhythm in VTA electrical 
activity has been previously described66. Thus, rhythmic activity 
in these neurons may depend on indirect projections from the 
SCN67.

Studies conducted in mice carrying mutations in clock 
genes also suggests an involvement of  circadian components 
in modulating the behavioral responses to rewards. The clock 
mutant mice (ClockΔ19 mice) exhibited an increase in the 
reward value for cocaine and sucrose68 and higher excitability of  
dopamine neurons within the VTA69. On the other hand, per1 
and per2 knockout mice presented opposite responses to drug 
rewards, with the former showing a complete lack of  cocaine 
reward, and the latter a hypersensitized response to cocaine70 and 
increased alcohol consumption71. As far as we are concerned, 
these mutant mice have not been tested with natural rewards, 
such as food. Considering the differences that natural and 
non-natural rewards may elicit within the neuronal functioning 
of  the reward circuit5, it would be of  interest to address this 
question in the future. Moreover, the use of  targeted mutation 
of  clock genes in specific regions relevant to reward processing 
(for example, the NAc and VTA) may be of  great importance 
in order to elucidate the role of  local circadian oscillations in 
motivated behavioral responses.

The current literature supports the view that 
rhythmic clock gene expression within cortico-limbic areas 
of  the brain may be responsible for the diurnal variation in 
motivation behavior towards natural and non-natural rewards. 

Although the molecular mechanisms underlying this hypothesis 
remains to be determined,  the dopaminergic system is a 
plausible candidate to act as an intermerdiary between clock 
gene rhythmic regulation and timed neuronal activity, especially 
within the NAc.

POSSIBLE INTERPLAY BETWEEN THE SCN-MASTER 
CLOCK AND REWARD-RELATED REGIONS.

The SCN coordinates other secondary oscillators within 
the central nervous system and peripheral oscillators of  the rest 
of  the body - such as the paraventricular nucleus20 and the liver72 
- through neural and humoral outputs. Within the brain, it has 
been documented that the SCN is an indirect afferent to VTA, 
where a subpopulation of  VTA neurons exhibits a circadian 
rhythm in impulse activity67. This SCN output circuit may be 
involved in the circadian regulation of  motivated behaviors. 
Besides, direct projection targets of  the SCN, including the 
medial pre-optic area (mPOA) and dorsomedial hypothalamic 
nucleus (DMH), may modulate reward through indirect neural 
connections73 (Figure 1). Orexinergic neurons in the DMH, for 
example, encode information about arousal, energy balance, 
and reward, and project to the VTA74. The dorsal raphe nuclei 
(DRN) of  the midbrain receive direct light input from the 
circadian visual system and also indirect input from the SCN 
and are the primary regions containing 5-HT, which is an 
important mood-related neurotransmitter75. In addition, DRN 
serotonin neurons provide a major input to the VTA76. The 
lateral habenula (LHb) in the midbrain also receives direct SCN 
input and is an important inhibitor of  dopaminergic activity 
in the VTA, thus exerting a more robust influence over mood 
and reward regulation46. Indeed, the LHb has been shown to 
be a self-sustained circadian oscillator within the brain77. In this 
sense, and due to direct projections of  the LHb to the VTA, it is 
possible that the LHb clock modulates (or drives) the rhythmic 
firing rate observed in DAergic and non-DAergic VTA neurons 
(reviewed in78). Furthermore, the LHb innervates the raphe 
nuclei and may also regulates, in a circadian manner, the 5-HT 
release to reward-related forebrain regions78.

In addition to the central mechanisms underlying the 
reward circuit, peripheral oscillators may also impact reward. 
For instance, peripheral hormones like estradiol and cortisol 
(corticosterone in rodents, both referred as CORT in the present 
review) modulate neuronal activity, in turn altering circadian 
activity and reward. Glucocorticoids, which are released when 
the Hypothalamic-Pituitary-Adrenal (HPA) axis is activated by 
stress, also play a role in reward across species (reviewed in9). 
The HPA axis exhibits both circadian and ultradian rhythms 
in CORT release79. In the Hypothalamic-Nigrostriatal (HNS) 
axis, the arcuate nucleus (ARC) of  the hypothalamus generates 
neuroendocrine ultradian rhythms closely related to feeding and 
locomotor behavior80. A conceptual model taking into account 
the interplay between the SCN and these hormonal axes has 
been described81. Hence, it appears that peripheral hormones 
may play a role in modulating circadian changes in reward-
related behavior.
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CONCLUSIONS
Taken together, the current evidence suggests that 

the circadian modulation of  motivation is a robust feature, 
highlighting the importance of  the interaction between the 
circadian and reward systems. Although more experiments 
are needed, it is possible that the NAc and/or the VTA act 
as secondary oscillators and integrate circadian signals from 
different brain regions to rhythmically modulate motivation 
and reward-related behaviors (Figure 1). This review also points 
to a note of  caution when interpreting behavioral results of  
experiments performed under a single time-point.
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INTRODUCTION
Sleep-related health disorders and fatigue represent 

a major public health issue worldwide1,2. After an extensive 
analysis on a complete description of  fatigue, Phillips (2015)3 
defines fatigue as: “A suboptimal psychophysiological condition 
caused by exertion […]. The context of  exertion is described by 
the value and meaning of  performance to the individual; rest and 
sleep history; circadian effects; psychosocial factors spanning 
work and home life; individual traits; diet; health, fitness and 
other individual states; and environmental conditions. The 
fatigue condition results in changes in strategies or resource use 
such that original levels of  mental processing or physical activity 
are maintained or reduced.” Insufficient sleep has a negative 
impact on different aspects of  wakefulness4.

It is estimated that 13% of  work-related injuries are 
attributed to sleep problems, and workers with sleep problems 
had a 1.62 times higher risk of  being injured than workers without 
them5. In the road safety field, effects of  sleep deprivation are 
responsible for approximately 20% of  all serious motor vehicle 
accidents and up to 43% of  commuter train accidents are 
thought to be due to this problem2.

In the last 50 years, numerous objective tests have 
been designed to assess whether a person is properly rested 
to safely carry out his/her job. These tests have been included 
in occupational or military safety protocols in order to avoid 
accidents or catastrophes related to fatigue6.

Objective tests designed to assess whether a worker 
is well rested have focused mainly on the measurement of: 
response time (the minimal time needed to respond to a 
stimulus), alertness (a cognitive capacity characterized by being 
fully aware of  the self  and the surroundings), and attention, 
specifically sustained attention (the ability to keep the focus of  
attention on a task or event for a prolonged period of  time)7-9.

Many of  the techniques used to measure response time, 
alertness and sustained attention, as a proxy for sleep deprivation 
and fatigue, have been widely used and thoroughly validated in 
experimental and clinical environments9. As sleep-related health 
disorders and fatigue are increasing worldwide and generating 
occupational and social impact, it is imperative to perform these 
tests in operational environments to effectively predict sleep 
deprivation and prevent incidents and accidents10,11. Rapidly 
growing technological developments are constantly producing 
readily available commercial devices that are increasingly portable 
and easily implemented in the operational environment; however, it 
is imperative that these new devices are valid for their application12).

The purpose of  this non-systematic review is to go 
over the evolution of  the techniques applied to identify sleep 
deprivation, starting from the basic and analog reaction test to 
the most current portable and digital techniques.

THEORETICAL BACKGROUND
Alertness is the state of  a healthy, well-rested person 

that allows an individual to sustain his/her attention and give 
a timely response to any situation13. Lack of  alertness is one 
of  the most specific symptoms of  fatigue or sleep deprivation8.

Banks et al. (2019) define fatigue as the inability to 
function at the optimal level, because the physical and mental 
effort (of  all waking activities, not just work) exceeds the existing 
capacity14. The level of  fatigue depends on the task performed 
by the individual (for example, for pilots, their ability to safely 
operate an aircraft; for cabin crew, their ability to perform 
safety-related duties)4.

Sleep deprivation (partial or total) leads to neurobehavioral 
consequences. Some of  them are: degradation of  alertness, slower 
reaction time, decreased vigilance, lapsing, slower problem-
solving and reasoning abilities, impaired accuracy and decision-
making skills, increased omission and commission errors, reduced 
psychomotor skills7, 8, 15, 16. For example, when sleep is limited to 
4-6 hours per night, effects on cognitive performance occur, 
producing a progressive cognitive dysfunction12, 17, 18.

An adequate performance refers to achievement of  
an optimal and effective functioning of  cognitive abilities 
and executive functions like psychomotor vigilance, alertness, 
memory, reasoning or decision-making among others13. One 
night of  sleep deprivation can generate more damage on health 
than sleep throughout several nights, generating detrimental 
effects on performance17. Cognitive impairment can be 
measured within the first several minutes of  performance, 
especially on a boring monotonous task7, 19.

The effects of  sleep deprivation on performance are 
comparable with the effects produced by alcohol consumption; 
17 hours awake is equivalent to a blood alcohol content of  
0.05, the legal limit for driving in most countries 20. Specifically, 
similarities have been observed in the reduction of  psychomotor 
skills15. This similarity in effects between fatigue and alcohol 
highlights the need to develop and implement tools for the 
detection of  sleep deprivation.

The degradation of  performance represents the most 
dangerous effect of  sleep loss in the workplace, increasing the 
possibility of  near-accidents and accidents in workers, especially 
in those with non-traditional shifts (nocturnal or shift workers), 
which include drivers of  professional vehicles, train operators 
or health personnel7, 15, 18. Shift work includes working evenings, 
nights, or rotating shifts and is often associated with shorter 
and disrupted sleep periods21. Surveys, observational data, 
and anecdotal incident reports reveal that shift workers often 
experience sleep episodes18 and they frequently complain about 
excessive daytime sleepiness.10

Therefore, consequences of  sleep deprivation and fatigue 
not only impact the person, but also can have social consequences 
such as industrial catastrophes, medical errors, transportation 
accidents, and security breaches22. The relationship between 
work accidents and the decrease in operational productivity 
caused by drowsiness or fatigue is difficult to measure6, yet the 
effects of  sleep deprivation must be studied and quantified to 
take preventive actions9.

Subjective evaluation tools like sleep and alertness 
measurement techniques can provide useful clinical information. 
However, the lack of  sensitivity and specificity make these techniques 
subject to many influences which can mask the real information13. 
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This could be due to unintended bias, motivational factors, 
demands inherent to the experiment, distractions by environmental 
stimulation, stress, food intake, posture and activity, room 
temperature, lighting conditions, drug intake and even purposeful 
falsification, among others. Also, it has been shown that sleepy 
subjects cannot reliably self-assess their impairment when they 
are in a state of  drowsiness10, 13, 23. The multiple limitations of  
subjective techniques highlight the dire need for brief, validated 
and objective measures to evaluate fatigue9.

A fitness for duty test is optimal when it measures 
with criterion validity for both risk factors (like fatigue) and 
job performance. It must have certain characteristics: be valid 
(measure what it intends to measure as a fatigue-sensitive 
behavior), reliable (measure the same consistently), specific 
(minimizing false alarms), generalizable (for all users, taking 
into account individual differences) and sensitive (predicting 
unacceptable fatigue levels and minimizing lost events)12, 24.

It is essential for that test to have the same sensitivity as 
the laboratory test and to be feasible to apply in the workplace 
and comply with scientific and operational properties. In 
particular, it should be easy to use, portable, brief, without 
effects due to practice or learning and the obtained results 
must be readily available24. These tests must provide feedback 
to operator about his/her alertness level, that is, if  the subject 
being assessed is able to perform a given task.18,24-26.

Reaction Time tests, in which subjects simply respond 
as fast as possible to a stimulus, are sensitive to asses sleep 
deprivation because they can evaluate changes in the alertness 
state caused by inadequate sleep, and have proved to be useful 
to understand the effects of  sleep deprivation9, 26-28. Woods et all 
(2015) define the Simple Reaction Time (SRT) as the minimal 
time needed to respond to a stimulus29. A slow response 
time affects performance, for example by increasing risk for 
accidental falls and motor vehicle accidents11.

Sleep deprivation leads to a general slowing of  response 
times. Restricting sleep to 6 hours throughout few nights leads 
to a slower response time during the day12. The same level of  
sleep restriction sustained for two weeks generates a degree of  
impairment comparable to two nights of  total sleep deprivation 
(TSD)17; and chronic partial sleep deprivation (CPSL) of  
approximately 5 hours every night results in decreased 
performance which can lead to accidents21. Even more so, 
chronic sleep deprivation of  4 hours per night may generate a 
continuous performance impairment and would most likely lead 
to personal or work-related accidents17,7-8.

Jafe et al. (2018)28 emphasize the value of  studies focused on 
performance metrics - such as reaction time - for the understanding 
of  the specific effects sleep duration and sleep deprivation.

RELEVANT TECHNIQUES FOR MEASURING 
REACTION TIME

The Ruler Drop Method (RDM): It consist in grab a 
ruler when someone else throws it at an unexpected moment. 
The falling ruler is the stimulus and grabbing it is the motor 
(voluntary) response. Shorter the time, the faster is the reaction30. 

This is one of  the first analog method to assess reaction time 
and has also been field-expedient and widely accepted as a 
valid method for testing reaction time. Aranha et al. (2017), 
developed a study in school going children comparing the RDM 
to a mobile-based software application and found that the RDM 
is a moderate to good method for determining reaction time28. 
It has been used in clinical environment for testing speed visual 
reaction time in people with and without diabetes30.

RTclin (University of  Michigan, USA, 2010): A similar 
method to the RDM is the RTclin, a clinical reaction time 
apparatus designed to emulate a ruler, that measures reaction 
time. It quantifies the time required to catch a suspended vertical 
shaft by pinch grip released at random intervals. The subject has 
to open his hands and catch the device as soon as he perceives 
it being released and grasps it quickly as possible28. It has been 
used in experimental environments. A study in which 65 healthy 
adults performed clinical and computerized reaction time tasks 
(RTclin and RTcomp) under simple and dual-task conditions 
confirmed that RTclin is a reliable and valid measure of  reaction 
time31. Further work is needed before recognition RTclin can be 
applied in the clinical setting11.

The Auditory Vigilance Task (Wilkinson, 1970): The 
stimulus in this task is an auditory tone32. The original task, is 
a one-hour auditory technique in which subjects must listen to 
spaced tones of  500ms of  duration every two seconds25. In a 
shorter duration task (10 minutes), the auditory tone is turned 
on for 475ms and off  for 48ms If  no response occurred the 
counter was reset after 30 000ms32. During the Auditory 
Vigilance Task, subjects have to look at a paper located on the 
computer screen and no response time feedback is given. The 
response box had double pole double throw buttons which gave 
two electrical outputs when pressed: one to the computer to 
stop the stimulus and one to the digital recorder. It has been 
demonstrated that the 1h Wilkinson Auditory Vigilance Task 
is sensitive to one night of  sleep deprivation25. The 10 minutes 
Auditory Vigilance Task is sensitive to sleep deprivation, to 
performance at an adverse circadian phase, and to time on task 
decrements32.

The four choice portable cassette recording apparatus 
(Wilkinson & Houghton, 1975): It is the reaction time task 
of  choice (10 minutes of  duration). It consists of  four lights 
arranged in a square and four keys arranged in a similar way. 
When one of  the four lights comes on, the subject must press 
the button that corresponds geometrically to the activated light. 
The light goes out and after 120ms any of  the four lights come 
on again, independently of  the response. The cycle is repeated 
in a randomly fashion25.

Wilkinson Simple Visual Reaction Time (VRT) 
Task (KE Developments, Ltd., Cambridge, England, 1982): 
It is a ten-minute auditory task carried out with a portable 
cassette recording device and a modified tape. It initiates 
with a visual stimulus, and a four digits clock in milliseconds 
visually displayed. The subject has to press a microswich that 
stops the burst of  tones on the audio tape and the digital 
clock, allowing the subject 1.5 seconds to read the value. 
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The start of  the stimulus of  the next series of  numbers occurs 
randomly between 1 and 10 seconds after the previous response26.

It was found that the Wilkinson VRT Task and The 
four choice portable cassette recording apparatus are 
particularly sensitive to the effects of  sleep deprivation after 
only five minutes of  testing25. Performance on Wilkinson VRT 
Task was sensitive to as little as one night without sleep25, 26.

Occupational safety performance assessment test 
(OSPAT) (Romteck, Western Australia, 1998): The test consists 
in a software task with a duration of  60 seconds. It measures 
reaction time, sustained attention and motor coordination.33 
OSPAT has been validated for sleep deprivation and it shows 
to be sensitive to the detection of  TSD from a single night (24 
hours of  prolonged wakefulness)33.

The gold standard: Psychomotor Vigilance Task

The PVT is one of  the most sensitive measures of  
performance impairment by sleep deprivation22. It consists in 
a visual simple reaction time test based in a sustained attention 
task for fatigue detection7,12,34. The objective of  the PVT is to 
motor response as quickly as possible by clicking a button to 
the visual stimuli presented on a screen with a random inter-trial 
interval.16, 35. Average reaction time in PVT increases in length 
overall after a period of  sleep deprivation and is associated with 
eye closure and micro-sleep7, 36. It has proven to be a valid test to 
measure alert reduction as a result of  PSD or TSD34, 37, 38.

Over the last 35 years, the Psychomotor Vigilance 
Test has been the gold standard widely used because of  its 
advantages over other tests24, 37, 39. Some of  the most important 
advantages are that: it can be used not only in experimental and 
clinical studies, but also in operational environments35-37; it is 
useful for repeated use in within-subject designs35; It is a brief  
test, different versions of  PVT can last from 2 minutes to 10 
minutes35, 36, 40; and it can measure and estimate differences in the 
aptitude between different subjects35.

The most used outcomes that the PVT give back are: 
mean Response Time (RT) (which are valid if  they are ≥100ms 
and ≤500ms); false starts (when the RTs are less than 100ms) 
and lapses (reaction times greater than 500ms)9,37,39. Some 
others outcomes are: mean1/RT; fastest 10% RT; fastest 10% 
1/RT; median RT; slowest 10% RT; slowest 10% 1/RT; lapse 
probability and other particular outcomes9.

PVT-192 (Ambulatory Monitoring Inc., Model 
PVT-192): The first PVT (Ambulatory Monitoring Inc., 
Model PVT-192) was designed by Dinges and Powell in 1984 
as an evolution of  the Wilkinson Visual Reaction Test39,41. 
It is a hand-held, self-contained system which consists in 
a simple reaction time task of  10 minutes of  duration and 
inter-stimulus interval (ISI) that ranges between 2 and 10 
seconds16,40. The stimulus is composed of  a counter that has 
four digits and can be seen on the screen. To answer the 
subject has to press the button when the stimulus is received. 
Each RT is stored on the device and then loaded on a PC42. 
Inter-stimulus intervals, time on task and ISI parameterization 
represent the “vigilance” aspect of  the PVT9.

It has been demonstrated that the 10min PVT version 
is valid and highly sensitive to the effects of  sleep deprivation 
(TSD and CPSD) and fatigue because the performance 
deteriorates faster in sleep deprived than in alert subjects with 
time on task7,9,26,43. This can be seen in the higher RT, number of  
lapses, mean RT, inverse of  the mean RT, the mean of  the 10% 
of  the fastest and slowest RT, and in the increase of  omission 
errors and commission errors8,9,44.

In recent years, shorter variants of  the PVT have been 
developed which have been useful to measure the decrease in 
performance due to sleep deprivation8. Some of  these variants 
are described below:

PVT-A (Basner & Dinges, 2012): This computer 
version of  the PVT has an average duration of  6.5 minutes, which 
makes it more feasible to use it in operating and clinical settings.21 

Table 1. Relevant techniques for reaction time and sleep deprivation detection

Task/ Test Author Year Country Device Measure Duration Enviroment Validity Objective

The Ruler Drop Method Unknown n/s n/s Ruler Reaction Time Random Experimental & Clinical: 
school going children/ 

Diabetes and non-
diabetes patients

No Reaction time. 
Speed visual 

reaction

RTclin University of  
Michigan

2010 USA Shaft and 
Pinch Grip

Reaction Time Random Experimental & Sport 
related

Yes Reaction time

Auditory Vigilance Task Wilkinson 1970 England Auditory 
technique

Reaction Time 1h Experimental Yes Sleep 
deprivation

The four choice 
portable cassette 
recording apparatus 

Wilkinson and 
Houghton

1975 England Lights and 
buttons

Reaction Time 10m Experimental Yes Sleep 
deprivation

Wilkinson Simple 
Visual Reaction Time 
(VRT) Task

Wilkinson 1982 England Cassette 
recording 
device and 

microswitch

Reaction Time 10m Experimental Yes Sleep 
deprivation

Occupational 
safety performance 
assessment test 

Romteck 1998 Australia Portable 
device

Reaction Time; 
sustained 
attention, 

motor 
coordination

60 seconds Sleep deprivation Yes Total sleep 
deprivation
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Looking at a computer screen, subjects should respond as 
quickly as possible to a yellow counter on it; which then shows 
the response time for 1s. The PVT-A has been validated in 
experimental environment demonstrating to be highly accurate, 
sensitive and specific16,21.

PC-PVT (Khitrov, 2013): In order to improve the 
traditional PVT interface, a version of  PVT for PC, which runs 
in Windows 7 operating system, was developed consisting of  
two separate programs, an administrator and a tester. The tester 
consists of  a PVT session that can last from 5 to 10 minutes and 
uses a five-digit millisecond counter as a stimulus. The answer 
is granted with the click of  the mouse and, after each response, 
the RT is displayed on the screen for 500ms. The PC-PVT has 
been validated as a technique for measuring neurobehavioral 
performance and as a sleep deprivation detection42.

The emergence of  new technologies allowed the 
development of  more portable PVT. This type of  devices 
facilitatesthe use of  this technique in operational environments 
of  remote conditions44.

PalmPVT (Walter Reed Army Institute of  Research, 
2005): This version of  the PVT was developed and validated on 
personal data assistant devices (PDAs ) and runs on a Palm-Os. 
In a 5-minute duration task, the stimuli are presented on the 
device screen and the subject must respond on the same screen 
by pressing a specific button41. This version responds as a valid 
and reliable device for measuring sleep deprivation and fatigue. 
Regarding results are comparable to the longer values of  the 
PVT-192 despite the different stimulus characteristics8,41.

PVT-B (Basner et. al, 2011): This is the first version of  
the 10-minute PVT in a 3-minute mode. As in the 10-min version, 
subjects should look at a screen and press a button as soon as 
the counter stimulus appears, which stops the counter and the 
response time can be observed45. It was validated in controlled 
laboratory studies and had demonstrated to be less sensitive to the 
detection of  sleep deprivation due to its short duration45. Likewise, 
the PVT-B grants faster response times, more false starts and less 
lapses than the traditional PVT performance. Although in general 
the tool is sensitive and specific for detecting sleep deprivation, 
especially in environments where it is not possible to run longer 
tests, a validation process is required in this type of  environment19, 45.

Fitness For Duty (FFD)-PVT (Basner & Rubinstein, 
2011): In this 3-minute version, the signal speed is increased 
(interval between stimuli from 1 to 4 seconds) and the definition 
of  lapse is reduced from the standard definition of  ≥500ms to 
≥355ms. It was validated against the standard 10-minute PVT in 
total and partial sleep deprivation paradigms, and it was shown 
that it reaches similar levels of  sensitivity and specificity. It was 
able to predict performance

on a simulated luggage-screening task. Fitness-for-
duty feasibility should be tested in professional screeners and 
operational environments24.

Figure 1. PalmPVT (Walter Reed Army Institute of  Research, 2005). Subjects should 
look at a screen and press a button as soon as the counter stimulus appears.

Figure 2. Pvt Touch (Kay et al., 2013) The stimulus and response occur on the 
same screen. In each trial, the screen starts out blank (white). After a random delay, a 
high contrast checkerboard pattern appears, at which point the participant provides a 
response touching the screen).
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PVT Touch (Kay et al., 2013): One of  the newest 
and portable adaptations of  the PVT is based on touch screen 
devices because it is currently more familiar and convenient. 
The stimulus and response occur on the same screen. The test 
consists of  a 5-minute PVT version with random foreperiods 
from 1 to 10s. In each trial, the screen starts out blank (white). 
After a random delay, a high contrast checkerboard pattern 
appears, at which point the participant provides a response 
touching the screen. It has been compared to traditional PVT, 
and although the sensitivity is not as high as in the 10-minute 
tests, it was determined that it is valid for measuring alertness 
and detecting a deterioration of  the performance induced by 
TSD, with an increase in the number of  lapses, average RTs and 
false starts38.

PVT for touch screen devices (Arsintescu et al, NASA 
Ames Research, 2017): Under carefully controlled laboratory 
conditions, touch screen versions of  the PVT yield changes 
in RT consistent with those recorded by computer versions 
of  the test44. A PVT has developed in a touch screen device 
(fifth-generation iPod) and thirteen participants completed 
a 5-min PVT in three positions (on a table with index finger, 
handheld portrait with index finger, handheld landscape with 
thumb). First session has recorded with a high speed video 
camera44. RTs differed depending on the orientation of  the 
device and the finger used to respond to the stimulus and it was 
found a substantial response latency between the actual time 
of  an individual’s touch response and the time recorded by the 
touch screen device44. About the PVT duration, studies show 
that, in those PVT of  10 minutes, the performance decreases 
significantly in the first 2 minutes and in the first 5 minutes. 
This decrease in performance is observed in the means of  the 
RTs, in the optimal responses and the responses in the span of  
time. This shows that tests under 10 minutes are sensitive for the 
detection of  sleep loss18.

It is noteworthy that although some sleep tests (such as 
Maintenance of  Wakefulness Test and Multiple Sleep Latency 

Test, not described in this review10, 23) report sensitivity and 
specificity values, no such values were found on the PVT 
validation studies reviewed. In addition, we did not find reports 
of  positive predictive values (to what extent a classifier or 
diagnostic test is able to detect) or negative predictive values 
(how many positive results are incorrect among all the negative 
cases available).

CONCLUSION
The measurement of  reaction time is very useful to 

determine the sleep deprivation and prevent declines in the 
performance28.

The PVT is the gold standard test for the detection of  
TSD and PSL in its different versions with respect to the duration 
and characteristics of  devices7. It has evolved from being a 
10-minute test developed in large equipment to a 3-minute test 
that can be performed with a mobile device. These new features 
make it more feasible to be used in operating environments24.

Nowadays there are numerous technologies that are 
used for sleep deprivation assessment, but many lack scientific 
support that support their use. PVT validation works report  to 
have optimal sensitivity (for the purpose of  sleep deprivation), 
operational validity, predictive validity (ability to predict the 
performance capacity that is operationally relevant at a future 
time); reliability; specificity and generalization to be used in 
clinical and operational settings where tests must be brief, with 
minimal interference, portable and not intrusive, among other 
features6,12. Although the validity procedures asseverate that the 
tests meet all these criteria, the exact values are not informed. 
This detailed data is essential to determine if  the test is optimal 
for it implementation on an specific operational environment12.

Future developments of  PVT task in more portable and 
practical technologies should report detailed information about 
specificity, sensitivity, negative and positive predictive value for 
the detection of  sleep deprivation and fatigue in operational 
environments to avoid accidents12.

Table 2. Comparison of  the characteristics of  the different PVT

Task/ Test Author Year Device Duration Background Validity Objective

PVT-192 Ambulatory Monitoring Inc. 1984 Hand held self-
contained system

10m Experimental, clinical 
& operational

Yes Sleep deprivation and fatigue

Palm PVT Walter Reed Army Institute 
of  Research

2005 PDAs, Palm-Os 5m Experimental & 
Operational

Yes Sleep deprivation & Fatigue

PVT-B Basner et al. 2011 Computer 3m Experimental Yes Sleep deprivation

Fitness for duty Basner & Rubinstein 2011 Computer 3m Experimental & 
Operational

Yes Predict performance on a simulated 
luggage-screening task

PVT-A Basner & Dinges 2012 Computer 6.5m Experimental Yes  

PC-PVT Khitrov 2013 Computer, Windows 
7

5m to 
10m

Experimental Yes Sleep deprivation & 
Neurobehavioral performance

PVT Touch Kay et al. 2013 Touch screen devices 5m Experimental Yes Alertness, deterioration of  
performance induced by TSD

PVT for touch 
screen devices

NASA Ames Research 2017 iPod 5m Experimental No Fatigue

10 minutes are sensitive for the detection of  sleep loss18.
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ABSTRACT

Objective: To analyze if  the delay of  the sleep-wake cycle is the effect of  pubertal development, 
independently of  age or school grade. Methods: Girls and boys between 4th and 6th grade were 
divided into a low pubertal stage and a high pubertal stage group. Age and school grade were 
controlled to isolate the effect of  puberty by pairing the groups on these variables. The regular 
bedtime, waking time, sleep duration and daytime sleepiness were obtained through questionnaires. 
A Pubertal Developmental Scale with questions about bodily changes was used to determine 
pubertal stage. Results: Girls in high pubertal stages reported weekend bedtimes an hour later 
than girls in low puberty stages (low pubertal stage: 22:36±2:11 h, high pubertal stage: 23:37±1:27 
h, U=215, p<0.05); there were no differences on waking time or sleep duration. Boys of  different 
pubertal development did not have differences on any sleep parameter. Girls had a longer sleep 
duration compared to boys on weekends, but not on weekdays. Discussion: The bedtime delay 
in girls is the effect of  pubertal development, not of  age or school grade. There was no effect 
on boys due to their lower pubertal development at this age. Variability in pubertal development 
creates disparities in the sleep patterns of  pubescent girls, even of  the same age and school grade. 
Acknowledging this delay can help to create school and sports schedules in which young people 
are fully awake and alert. In research, it is crucial to consider pubertal development while studying 
sleep in children and adolescents.
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INTRODUCTION
The phase and period of  the sleep-wake cycle change 

considerably during the human lifespan, one notable change is 
that young people tend to stay up later during the night and 
wake up later in the day1,2.

Even though this change in the sleep-wake cycle is 
usually related to adolescence, the physiological phenomenon 
driving the delay of  the sleep phase is puberty. Other mammalian 
species also experience these changes in sleep habits3, which 
implies that they are not just a consequence of  an increase in 
the use of  technology, or a reduction in parental control4.

Puberty is a period of  massive physiological and 
psychological changes, caused by the activation of  the 
hypothalamic-pituitary-adrenal axis and the hypothalamic-
pituitary-gonadal axis, which increases the production of  
androgens, estrogens and progesterones, among other 
hormones. These hormones are usually related to sexual 
maturation and their most evident effects are the appearance 
of  secondary sex characteristics, but they also have important 
effects on the nervous system and sleep5,6.

Sleep is produced and maintained by brain structures that 
are thought to be susceptible to pubertal hormones, for example, 
a characteristic that defines the sleep state in the brain is the 
appearance of  EEG slow-wave activity, which starts declining 
when pubertal hormones initiate a synaptic pruning of  the brain7. 
Similarly, there is also a reduction of  nighttime melatonin release 
that negatively relates with the pubertal increase in luteinizing 
hormone8. The increase in hormone production during puberty 
is thought to delay the sleep-wake cycle in adolescents through 
one, or a combination of  the following mechanisms: by changing 
the period of  the circadian clock, by changing the sensitivity of  
the system to light, or by reducing homeostatic sleep pressure9.

Although the delay of  the sleep-wake cycle in 
adolescents is attributed to the effect of  pubertal hormones10, 
there is scarce behavioral evidence showing that adolescents, 
in fact, delay their sleep as their puberty advances. This lack 
of  evidence is because most studies document this delay by 
comparing age groups of  younger and older adolescents, 
which proves the effect of  age but not the effect of  puberty9. 
To analyze the effect of  puberty it is necessary to determine 
the advance of  this developmental process, one way to do this 
is to measure the amount of  pubertal hormones in the body, 
and the other is to measure the effects of  such hormones.

The Tanner Scale is the most common evaluation system 
to determine the advance of  pubertal development, without using 
blood or saliva samples. This scale is completed by a professional 
via visual inspection, it classifies growth of  axillary and pubic hair 
and the development of  breast and testes in five stages, from 
prepubertal to post-puberal11. Medical inspection of  secondary 
sexual characteristics is difficult to implement in school settings, 
therefore self-report scales have been developed to assess a great 
number of  participants in a non-invasive fashion12. Self-report 
scales of  pubertal development also classify body, skin and voice 
changes in similar stages, ranging from a moment of  no pubertal 
change to when changes are complete13.

Although puberty and age correlate, that is, older children 
tend to be more advanced in their pubertal development than 
younger ones, puberty onset in humans has a normal window of  
appearance of  around six years, even in children under similar 
environmental factors14. For example, in Mexico the mean age 
for menarche is 12.5 years of  age, but it may appear from 9.5 
until 15.5 years of  age, and still be considered a normal pubertal 
onset15. Boys have a similar variability in pubertal onset, but it 
is delayed approximately one year in comparison to girls. In 
consequence, if  the delay and extension of  the sleep-wake cycle 
is due to puberty, there is no fixed age for these changes to begin.

This means that even among children of  the same age and 
school grade, children with a more advanced puberty could have 
a more delayed sleep phase, making it harder for them to comply 
with early morning activities. It is well documented that school 
schedules interfere with adolescent sleep schedules16, and that there 
is a marked delay from weekdays to weekends in high school and 
college students, which is thought to be a recovery of  the weekday 
sleep restriction17. Again, this restriction and recovery has been 
studied through age groups and not through pubertal development.

To analyze these changes on the sleep-wake cycle of  
adolescents, it is crucial to dissociate puberty from other factors 
that may influence sleep habits. For example, age drives many 
other developmental processes that happen independently of  
puberty, therefore it is always important to control this factor in 
adolescents. Also, as children advance in school grade there is a 
documented reduction of  sleep time, probably due to an increase 
in academic workload18. The advance from one grade to the next 
may also change school schedules and social activity, which are 
important influences on the sleep-wake cycle of  adolescents. 
Therefore, it is important to control age and school grade when 
analyzing changes in the adolescent sleep-wake cycle.

Only a few of  the studies that analyze the adolescent 
sleep-wake cycle take into account pubertal development 
and of  those that do, not all control age or school grade. In 
a longitudinal study by Andrade, Benedito-Silva, Domenice, 
Arnhold and Menna-Barreto1 participants advanced Tanner 
stages every semester that was surveyed, similar to their delay 
in sleep onset. Although this suggests a relationship between 
pubertal development and sleep habits, there were no analysis 
to link these variables.

In a classic study by Carskadon, Vieira and Acebo4 five 
hundred and fifty 6th graders were recruited. This sample criteria 
partially controlled age, since it left a relatively small range 
of  11 to 12 years of  age, and it effectively controlled school 
grade. Pubertal development was classified in two pubertal 
stages for boys (“no changes yet” and “incomplete changes”), 
and three stages for girls (“no changes”, “incomplete changes” 
and “marked complete changes”); bedtimes were divided into 
early and late bedtimes. A relationship was found between later 
bedtimes and a higher stage of  puberty. Nevertheless, it is not 
clear if  this relation is independent of  age. During puberty, a 
difference of  one year can cause great changes, so it could have 
happened that participants with earlier bedtimes were all 11 
years old and those with later bedtimes were all 12 years old. 
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It is not clear how much later were the bedtimes of  participants 
in higher puberty stages, from the bedtimes of  participants with 
lower pubertal development. It was also not clear how much more 
advanced in pubertal development were the participants with late 
bedtimes, compared to the participants with early bedtimes.

Another longitudinal study showed, through actigraphy, 
that participants with more pubertal advance between two 
moments of  the study, were the ones that delayed their sleep 
onset the most. This study also found a decrease in sleep 
duration, which could happen if  bedtime is delayed and waking 
time is not delayed as well. Age in this study was also in a tight 
range from 9.9 to 11.2 years of  age, and it was further controlled 
statistically by partialling age out of  the correlation model, 
nevertheless, school grade was not controlled19.

Even though there is evidence to support the hypothesis 
that the delay of  the sleep-wake cycle in adolescents is the effect 
of  pubertal development, there are no studies that isolate the 
effect of  puberty by directly controlling age or school grade. 
Therefore, the objective of  this study is to analyze if  the delay 
of  the sleep-wake cycle is the effect of  pubertal development, 
independently of  age or school grade.

MATERIAL AND METHODS

Participants

For this study, eighty-two children between 9 and 12 years of  
age were recruited from fourth, fifth and sixth grade of  elementary 
school (age: 10.32 ± 0.9 years; school grade: 5.0 ± 0.8 years; mean ± 
standard deviation). This sample was divided into a group of  52 girls 
(age: 10.52 ± 0.8 years; school grade: 4.7 ± 0.7 years) and a group of  
30 boys (age: 11.26 ± 0.9 years; education: 5.4 ± 0.7 school years). 
Participants attended school from 8:30 h to 12:30 h.

Girls were divided into two groups of  different pubertal 
development (low pubertal stage 1.5 ± 0.46; high pubertal stage: 
3.6 ± 0.57; U = 7.0, p<0.001), as well as boys (low pubertal stage: 
1.6 ± 0.24; high pubertal stage: 2.2 ± 0.45; U = 23 , p<0.001). In 
order to isolate the effect of  puberty from age and school grade, 
the low and high pubertal stage groups were paired by age (Girls: 
low pubertal stage 10.39 ± 0.79 years old, high pubertal stage 
10.65 ± 0.81 years old; U = 316.50, NS; Boys: low pubertal stage 
11.25 ± 1.05 years old, high pubertal stage 11.27 ± 0.83 years old; 
U = 112.50, NS) and school grade (Girls: low pubertal stage 4.65 
± 0.74 school years, high pubertal stage 4.92 ± 0.79 school years; 
U = 274.50, NS; Boys: low pubertal stage 5.4 ± 0.73 school years, 
high pubertal stage 5.4 ± 0.73 school years; U = 112.50, NS).

Participants were paired case by case, for example, a 
10-year-old girl in the 5th grade, with a puberty stage score of  
2, was paired with another 10-year-old girl that is also in the 
5th grade, but that had the highest possible puberty stage, in 
this case a score of  4. The average difference in puberty stage 
between pairs of  girls was 2.0 ± 0.69, but for pairs of  boys the 
average difference was 0.6 ± 0.55. This difference is very small, 
so pubertal stage differences were not expected in boys.

Participants slept 8:56 ± 1:33 h on weekdays and 10:19 
± 2:25 h on weekends, they had no sleep disorders or other 
sleep complaints at the moment of  the application. All were 
without risk of  having suffered brain damage, and were not 
using medications that could affect sleep or the nervous system 
in general.

Instruments and procedures

A general data questionnaire was used to collect 
information about health, brain damage risk, gender and age. 
The Sleep Timing Questionnaire20 was used to collect the usual 
bedtime and waking time of  the children, during weekdays and 
weekends. The Epworth Sleepiness Scale21 is a questionnaire 
about the probability of  falling asleep in different situations 
during the day, it was used to measure sleepiness that may occur 
because of  sleep deprivation.

The Pubertal Development Scale (PDS)12 is a Likert-
type questionnaire that is answered by the participant, it 
assesses the physical development of  participants in the areas 
of  height, changes in skin (appearance of  acne vulgaris), pubic 
hair growth and axillary hair growth. Male participants were 
also asked about changes in their voice and facial hair growth; 
female participants were also asked about breast growth and 
the appearance of  their menstrual period. Through these 
questions each characteristic is scored as follows, 1: no 
change yet, 2: change has barely begun, 3: change is definitely 
underway, and 4: change is completed; menarche is scored 
1: menarche has not appeared or 4: menarche has already 
appeared. These scores were then averaged to obtain a final 
score of  pubertal development.

All tasks and questionnaires were administered as 
an interview and were applied individually at the school the 
participants attended, during their regular schedule.

Data Analysis

A Mann-Whitney U test was used to compare daily 
sleepiness and sleep parameters such as bedtime, waking time 
and sleep duration, between low and high pubertal stage groups 
and also between girls and boys. A Wilcoxon T test was used 
to compare the same sleep parameters between weekdays and 
weekends.

RESULTS
The girls in the high pubertal stage group went to sleep 

an hour later on weekends than the girls in the low pubertal 
stage group (low pubertal stage: 22:36 ± 2:11 h, high pubertal 
stage: 23:37 ± 1:27 h, U = 215, p<0.05). Waking time and sleep 
duration did not show significant differences during weekends. 
During weekdays, girls showed no pubertal stage differences 
on sleep parameters (Figure 1). Among boys there were no 
differences between low and high pubertal stage groups on 
any sleep parameter, either on weekdays or on weekends 
(Figure 2).
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Figure 1. Comparison of  the sleep-wake cycle parameters in girls between the low pubertal stage group and the high pubertal stage group, during weekdays and weekends. 
*p<0.05 ***p<0.001

Figure 2. Comparison of  the sleep-wake cycle parameters in boys between the low pubertal stage group and the high pubertal stage group, during weekdays and weekends. 
**p<0.01 ***p<0.001
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Comparing weekdays (WD) to weekends (WE), girls in 
the low pubertal stage group delayed their waking time (WD: 
7:21 ± 1:64 h, WE: 10:03 ± 1:56 h, T = 6.0, p<0.001) and had 
a longer sleep duration on the weekends (WD: 9:15 ± 2:00 h, 
WE: 11:27± 2:16 h, T = 13.5, p<0.001 ), without differences 
in bedtime. Girls in the high pubertal stage group delayed 
their bedtime (WD: 21:30 ± 1:12 h, WE: 23:37 ± 1:27 h, T = 
0.0, p<0.001) and their waking time (WD: 6:36 ± 1:01 h, WE: 
9:47 ± 1:56 h, T = 0.0, p<0.001) during weekends, and had no 
differences in sleep duration (Figure 1).

In boys, these same comparisons showed that low pubertal 
stage boys delayed their bedtime (WD: 22:20 ± 0:46 h, WE: 23:30 
± 1:18 h, T = 0.0, p<0.01), their waking time (WD: 7:01 ± 1:07 
h, WE: 9:35 ± 1:23 h, T = 1.0, p<0.001), and had longer sleep 
durations on the weekend (WD: 8:41 ± 0:57 h, WE: 10:02 ± 
1:40 h, T= 9.0, p<0.05). High pubertal stage boys also delayed 
their bedtime (WD: 22:07 ± 0:50 h, WE: 00:33± 2:19 h, T = 0.0, 
p<0.001) and waking time (WD: 6:30 ± 0:34 h, WE: 9:37 ± 2:08 h, 
T = 0.0, p<0.001), but had no change in sleep duration (Figure 2).

When comparing participants by gender, regardless of  
pubertal stage, there were no differences in bedtime or waking 
time between boys and girls. Nevertheless, girls had a longer 
sleep duration on weekends in comparison to boys (girls: 10:45 
± 2:18 h, boys: 9:31 ± 2:25 h, U = 541, p<0.05); this difference 
disappears when comparing sleep parameters on weekdays. Also, 
there were no differences when gender comparisons were made 
between girls and boys of  low pubertal stage, and the same 
happened when comparing girls and boys of  high pubertal stage.

The average score for the whole sample in daily sleepiness 
was 9.03 ± 3.93, which is three points above the normal limit of  
six21. Nevertheless, there were no differences when comparing 
sleepiness by pubertal development or by gender.

DISCUSSION
The results show that, at least in girls, the delay in bedtime 

that is characteristic of  adolescence is the effect of  pubertal 
development, independently of  age and school year. This bedtime 
delay means that girls in the same age and in the same school 
grade can be two pubertal stages apart, and thus have a difference 
of  about one hour in their bedtime, which is a considerable 
delay22. Girls, regardless of  pubertal stage, also sleep longer 
on the weekend compared to boys, this could be interpreted 
as a greater need for sleep in the gender that is typically more 
advanced in pubertal development, but it could also reflect other 
gender differences that increase their sleep on weekends.

The effect of  pubertal development was not strong 
enough to be evident on waking time. Other studies report 
changes in waking time when analyzing high school or college 
students23, but in this study participants are barely entering 
puberty, therefore the effect on waking time is probably not 
yet manifested. The lack of  differences on sleep duration is 
expected, since other studies24,17 have already established that, 
although there is a delay in the sleep-wake cycle of  adolescents, 
there is no overall change in sleep duration when weekdays and 
weekends are considered.

These results support what other reports had suggested, 
that the delay of  the sleep phase is due to puberty. Nevertheless, 
the improved control of  age and school year in this study further 
confirms that this delay in the sleep-wake cycle of  pubescent 
girls is independent of  other age-related changes, and also 
independent of  changes related to school grade advance, such 
as an increased academic workload.

On boys, there was no significant effect of  pubertal 
development on their sleep-wake cycle, probably due to the fact 
that boys start puberty later, and therefore show a smaller range 
of  pubertal stages during these ages, which is a common issue in 
these studies25,26. The effect of  this small range of  pubertal stages 
was that comparisons were made between participants in very 
similar stages of  puberty. To obtain a wider range of  pubertal 
stages in boys it is necessary to recruit participants in middle 
school. Also, boys have been found to be less accurate when 
reporting their pubertal status12, which could also confound 
the pubertal stage comparisons made here. The present results 
should be replicated taking into account other variables, such as 
body mass index, sibling order, the presence of  siblings in the 
same room, and the use of  light-emitting screens27.

In sum, these results indicate that the bedtime delay of  
pubescent girls is the effect of  puberty, and not of  age or school 
grade. Therefore, girls that are more advanced in their pubertal 
development delay their bedtime sleep schedule, compared to 
other girls of  the same age and in the same school year. This 
effect was observed only during weekends, days when they can 
choose their bedtime without the constraint of  school schedules. 

In this study, all participants had a delay in bedtime 
from weekdays to weekends, similar to that reported in the 
literature1,28. Low puberty girls and boys showed an increase 
in sleep duration from weekdays to weekends, while the other 
groups did not show a sleep extension. This suggests that there 
is no pubertal effect on the weekend extension of  sleep. The 
index for sleep deprivation of  this study was daytime sleepiness, 
but no differences were found with pubertal development, 
probably related to the absence of  differences in sleep duration. 

It is crucial that everyone in touch with children and 
adolescents (educators, coaches, parents and public policy 
makers) acknowledges that there are individual differences in 
pubertal development, and thus, different sleep patterns even 
within the same age group and school grade. Through this 
understanding, better decisions can be taken about school 
and sport training schedules, in order to ensure young people 
are awake and alert during their activities. Educating children 
and adolescents about the changes in their sleep-wake cycle 
has been related to the development of  healthy sleep habits, 
which can help them to better cope with the conflict between 
their sleep pattern and socially imposed schedules for school 
and entertainment29. Similarly, it is crucial that researchers 
consider puberty as a central factor in sleep-wake cycle changes, 
and hence take it into consideration when investigating sleep 
in children and adolescents. The measurement of  puberty is a 
complex subject in itself, and innovative approaches need to be 
made to fully integrate it into sleep research.
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CONCLUSION
The delay of  bedtime in pubescent girls is the effect of  

pubertal development, independently of  age and school year.
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INTRODUCTION
Modern society and the global economy demand twenty-

four-hour services. Today, shift-work allows industries, businesses, 
and essential services to operate continuously to provide twenty-
four-hour availability of  almost everything1. Therefore, shift 
work, defined as any form of  work arrangement in which workers 
succeed each other to perform the same job at different times 
throughout the day (Council Directive 2003/88/EC, 2003), is an 
essential and necessary part of  our current society. European and 
American work surveys suggest that between 17% and 27% of  
the workforce in Europe and America is engaged in shift work, 
respectively, which includes night and rotating shifts2,3. In Chile, 
a survey conducted by the government’s Labor Bureau (2014) 
indicated that 11% of  men and 5% of  women in the private 
industry work under such schedules, with indications that these 
rates will increase in future years. Despite the importance of  this 
work arrangement for production and logistical demands, shift 
work significantly and negatively impacts the health of  workers. 
Compared to daytime work, shift work and night work are 
recognized as risks factors for the development of  cardiovascular 
diseases, metabolic diseases such as type-2 diabetes, cancer, and 
mental health problems, due to the misalignment of  circadian 
rhythms, chronic sleep deprivation, and exposure to light at 
night4-8. Moreover, the National Safety Council (2019) estimates 
that safety incidents are 30% higher during night shifts. In 
addition, shift-workers with extended work periods (>12 h) and 
people with irregular shifts or fast rotating schedules have a higher 
risk of  suffering accidents due to fatigue, which costs employers 
between USD$1,200 and USD$3,100 annually per employee in 
North America. As it is unlikely that the number of  workers 
involved in atypical work schedules will decrease in the future, it 
is urgent to understand how shift work increases disease risk and 
to develop strategies that limit the adverse effects of  working at 
times that are at odds with our biological time. The aim of  this 
review is to provide an overview of  the factors contributing to 
the detrimental effects of  shift work on health and to highlight 
targeted interventions aimed at re-synchronizing the circadian 
clocks of  those who need to remain on shift work schedules.

NEGATIVE HEALTH IMPACT OF SHIFT WORK: 
CAUSES AND EFFECTS

The three main factors that are thought to produce 
adverse effects on performance and health in shift workers are 
circadian misalignment, sleep deprivation, and exposure to light 
at night9. To better understand how shift work increases disease 
risk, it is necessary to first understand what circadian rhythms 
are and how they are regulated.

Circadian rhythms are near 24-hour oscillations, that 
regulate processes from gene expression to behavior4. Circadian 
rhythmicity is produced by a system consisting of  a central 
pacemaker located in the brain and peripheral clocks located 
in different cells, tissues, and organs, which act in concert to 
produce daily rhythmicity. In mammals, circadian rhythmicity 
is orchestrated by the Suprachiasmatic Nucleus (SCN) of  
the hypothalamus, which acts as a “master peacemaker”. 

This peacemaker receives photic information from the retina 
through intrinsically photosensitive melanopsin containing ganglion 
cells (ipRGC)10. This signal synchronizes the SCN’s network of  
neurons, and then transmits the rhythmic information to other 
brain areas and peripheral organs11,12. Clocks normally synchronize 
or entrain to the 24-hour light/dark cycle through environmental 
signals or zeitgebers. Light exposure is the strongest zeitgeber, but 
many social cues, such as meal times, school and work schedules, 
can also entrain the clock13. Depending on an individual’s internal 
time (given by the circadian clock) and their light environment, 
synchronization to the 24h light/dark cycle can occur within a 
range of  different relationships or phases of  entrainment. These 
different relationships give rise to different chronotypes, early 
(typically called “larks”) or late (typically called “owls”) depending, 
on when this happens within the light/dark cycle13.

Circadian misalignment

If  the internal time of  an individual and the timing 
of  the physical (light/dark) and social (school or work time) 
environment are synchronized, it is said that they are aligned. 
On the other hand, circadian misalignment refers to the opposite 
situation, that is to say when the internal and external environment 
adopt an abnormal relative phase of  entrainment12,14,15.

To determine the degree of  circadian alignment, the 
relationship between the sleep/wake cycle and physiological 
parameters is normally measured. The time of  lowest body 
temperature, of  maximum and minimum levels of  cortisol, 
and of  the onset of  melatonin increases measured under dim 
light conditions (DLMO), are usually used for this purpose15; 
pituitary hormones such as the thyroid stimulating hormone 
(TSH) and prolactin, known to possess a circadian component, 
have also been useful for this purpose. Among shift workers, a 
lack of  entrainment of  cortisol rhythms under a night schedule 
has been reported16. In addition, different measurements of  
anomalous cortisol levels have been described for night shift 
workers, although the results are inconclusive among different 
studies. For example, one investigation found high cortisol 
levels during daytime sleep in chronic night shift workers, in 
contrast to what occurs during the normal nighttime sleep 
of  daytime workers. Moreover, night shift workers showed 
lower levels of  cortisol and transient high levels of  prolactin 
during work time, which contrasts with what is observed 
during the night in daytime workers16. On the other hand, 
using simulated laboratory conditions, another investigation 
found lower cortisol levels regardless of  the state of  alertness17. 
Inconclusive results of  anomalous cortisol levels have also been 
described for early shift workers. For example, a Brazilian study 
conducted in male shift workers, showed that those working 
on early morning shifts (from 6 am to 2 pm) had higher levels 
of  cortisol during a 24 h period when compared to night shift 
and daytime workers18. In contrast, one Argentinian study 
described a flattening in the morning to evening difference of  
cortisol levels for early shift male workers (with a mixed range 
of  schedules, starting from 5:30 am to 8:30 am) in comparison 
with the differences observed in evening shift workers19. 
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They could also be attributed to the experimental design, 
which avoided fast changes in sleep/wake schedules. 
Moreover, these inconclusive results could also be attributed 
to differences in shift length, shift schedules and the numbers 
of  days off  before the measurements were taken, which 
differs between studies. TSH hormone titer is also affected by 
shift work. Indeed, a retrospective study evaluated the levels 
of  TSH in employees from a hospital in Korea and found 
that, compared to non-shift work, night shifts were associated 
with increased TSH levels and an increased risk of  subclinical 
hypothyroidism among female workers20.

Food is another strong zeitgeber for peripheral organs 
and the timing of  food intake can disrupt the coordinated 
clock system with adverse effects on energy metabolism21. 
During night shifts, individuals are active during the normally 
inactive rest phase, and work is commonly accompanied by 
mistimed food intake. Epidemiological studies reveal that shift 
work, especially night work, is a risk factor for type 2 diabetes. 
A large study that included 272.214 participants from the UK, 
examined the association of  current and lifetime night shift 
work and the risk of  developing type 2 diabetes. Their findings 
show that rotating night shift workers were more prone to 
develop type 2 diabetes in comparison to daytime workers, 
with the risk being even higher if  they frequently performed 
night shifts within a given month22. Circadian misalignment has 
been proposed as possible explanation for this increased risk6. 
Glucose metabolism exhibits a diurnal pattern, with lower levels 
of  postprandial glucose tolerance occurring after breakfast and 
diminished β-cell responsiveness and insulin action occurring 
after lunch and dinner in healthy humans23. Yet, after simulated 
night shift conditions, individuals exhibit lower glucose tolerance 
and a decrease insulin sensitivity after a meal24,25, two strong 
determinants of  type 2 diabetes.

Chronic circadian misalignment has also been proposed 
as an underlying cause for the development of  cardiovascular 
diseases (CVD) in shift workers. Indeed, under laboratory 
simulated conditions, one study found higher levels in mean 
arterial blood pressure after circadian misalignment26. A 
Brazilian cross-sectional study reported that, compared to 
daytime nurses, night shift nurses had a higher likelihood of  
reporting self-perceived hypertension, using the self-reported 
physician diagnosis of  hypertension based on the question 
“Has a doctor ever told you that your blood pressure is or was high?”27. 
Moreover, a growing body of  studies had associated shift work 
with an elevated risk of  CVD, with the risk increasing the longer 
the person worked in shift work. For example, a meta-analysis 
found that among shift workers the risk of  any CVD was 17% 
compared to that for daytime workers; furthermore after the 
first year of  shift work, the risk of  a CVD event increased 
7.1% for every additional five years of  shift work8. Likewise, a 
prospective cohort study that analyzed data from the National 
Health Studies I and II showed similar results. They found that 
a history of  five or more years of  shift work was associated 
with an increased risk of  coronary heart disease, although the 
absolute increase was small28.

Taken together these results show that night shift workers 
experience a deep and complex state of  desynchrony because 
they are constantly exposed to external synchronizers during 
the “wrong phases”. Therefore, it is important to develop 
interventions aimed at re-aligning their internal and external 
environments in order to improve their health. Furthermore, 
additional interventions must be taken into account to limit the 
development of  metabolic and cardiovascular diseases. These 
efforts should include the promotion of  a healthy body weight 
and diet, no smoking and physical activity, among these workers29.

Sleep Deprivation

As mentioned above, shift workers, especially night workers, 
experience misalignments between their internal clocks and their 
sleep/wake schedules, including the REM and REM/non-REM 
segments of  sleep, resulting in reduced sleep quality and duration30. 
As a consequence, when workers attempt to sleep and work out of  
phase with their internal rhythms, they commonly experience acutely 
disrupted daytime sleep and insomnia when they try to sleep at 
home, as well as excessive sleepiness at work31,32. A phone-conducted 
survey assessed the effects of  work arrangements on sleep duration 
and excessive sleepiness in 3.345 New York citizens. This study 
found that night workers and rotating shift workers (morning to 
evening and to night shifts) are most likely to sleep less than 6 hours. 
They also reported higher rates of  sleepiness at work compared to 
daytime workers32. Another study conducted on 5400 Norwegian 
nurses found that those with current or previous night work history 
experienced more cases of  insomnia than did nurses with no night 
work experience33. In addition, a Korean study found that among 
660 nurses, 33% presented clinically significant insomnia and 46% 
presented sub-threshold insomnia. They also reported that insomnia 
was positively correlated with the number of  night shift episodes 
per month34. A study conducted on a sample of  shift workers from 
Southern Brazil identified a significant association between night 
shift work and sleep-related problems. Night shift workers reported 
poor sleep quality when compared to daytime workers, which was 
also associated with poor mental health35. Likewise, a Chilean study 
suggested that in comparison to daytime work, shift work worsened 
sleep quality and increased anxiety and depression36.

Although most night shift workers experience some degree 
of  sleep desynchrony, misalignment is usually temporary, with 
recovery occurring within a few days after the return to a normal 
sleep/wake schedule. However, for some workers, shift work 
impairs their ability to sleep, resulting in a more prolonged recovery 
period, which is known as shift work sleep disorder (SWSD). 
According with the International Classification of  Sleep Disorders: 
Diagnostic and Coding Manual (2001), this disorder includes 
“symptoms of  insomnia and/or excessive sleepiness temporally associated 
with work schedules resulting in a reduction in total sleep time, unsatisfactory 
sleep or impaired alertness over the course of  at least one month”31,37,38. In 
this regard, a study determined the prevalence associated with 
SWSD in a working population in Detroit. Approximately 10% 
of  the 2.570 workers interviewed, whose age ranged between 
18- and 65-years old, experienced sleep disturbances and levels 
of  sleepiness severe enough to meet the criteria of  SWSD. 
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These workers also had significantly higher rates of  gastric 
ulcers, sleepiness-related accidents, absenteeism, depression, and 
altered familiar relationships39. Similarly, a sample of  Japanese 
nurses engaged in shift work showed a prevalence of  24,4% of  
SWSD. Consistent with what was observed in the Detroit sample, 
the nurses that met the criteria for SWSD were more prone to 
experience traffic accidents, procedural errors at work, and 
work injuries, compared to those without SWSD40. Moreover, 
in a sample of  shift workers from four different hospitals, those 
who obtained a positive result in the sleep disorder screening 
questionnaire were associated with almost twice the incidence of  
adverse safety outcomes over the following six months41.

These findings show that, although shift work is a major 
risk factor for the development of  many health problems, the 
presence of  SWSD in some workers also exposes them to a 
higher health-related morbidity associated with their sleep-wake 
symptomatology. There is therefore a need for investigations 
specifically aimed at identifying the characteristics that make 
some workers more vulnerable than others to the adverse effects 
of  shift work under similar work conditions and schedules. 
In addition, it may be advisable to conduct more screening to identify 
individuals vulnerable to adverse health and safety outcomes.

Exposure to light at night

In 2007, The International Agency for Research on 
Cancer (IARC), a multidisciplinary and specialized cancer 
research agency of  the World Health Organization, classified shift 
work with circadian disruption as a “probable human carcinogen”42. 
Since then, a large number of  additional epidemiologic studies 
have reported an association between shift work with circadian 
misalignment and the development of  breast, colorectal, 
and prostate cancer5. In 2019, this classification was revisited 
by the IARC and night shift work was again declared to be a 
probable carcinogen to humans5. The largest group of  studies 
considered during this update is related to breast cancer and 
included the results from two large studies: a cohort study that 
included data from the Nurses’ Health Study I and II (n=78.516 
and n=114.559, respectively) and a case-control study of  6.093 
breast cancer cases and 6.933 controls, which examined the 
association between rotating night work and breast cancer. 
Both studies found that long-term rotating night-shift work 
was positively associated with a higher risk of  breast cancer and 
that this risk was elevated in pre-menopausal women43,44. The 
epidemiological evidence for the light at night hypothesis makes 
a strong connection between lower melatonin levels and the 
development of  breast cancer45. Melatonin is a pineal hormone 
that exerts a cyto-protective role by regulating oxidative stress, 
apoptosis processes, and mitochondrial homeostasis46. This 
hormone is entrained to the 24-hour cycle and under normal 
conditions reaches high levels at night and is acutely suppressed 
by light. Thus, this hypothesis proposes that light at night causes 
melatonin suppression. This reduction in melatonin levels in 
turn causes a decrease in the levels of  circulating estrogen, which 
slows down the development and turnover of  breast epithelial 
stem cells, and could cause them to become cancerous47. 

In support for this hypothesis, a study assessed correlations 
between average urinary melatonin and plasma steroid hormone 
levels found that night work within the last two weeks was 
associated with a 56% reduction of  6-sulfatoxymelatonin 
(aMT6s), which is the major urinary metabolite of  melatonin. 
Likewise, aMT6s levels were inversely associated with the levels 
of  estradiol48. Finally, one recent study measured urinary levels 
of  aMT6s in rotating-shift and daytime nurses for 3 days and 
found that during night shift the levels of  aMT6s were lower 
compared to those of  day-shift workers49.

Chronic and acute exposure to light at night has also 
been linked to abnormal mood and to deficits in cognitive 
function in shift workers and in rodent models4,33,50,51. In mice, 
two studies report how light can influence mood and learning 
through the circadian system. In the first study, the investigators 
found that light directly regulated mood related behaviors and 
cognitive functions through ipRGCs52. Years later another 
study showed that learning is regulated by ipRGCs that 
project to the SCN, but that this regulation was independent 
of  the peacemaker function. They proposed that the effects 
of  light on mood are mediated by ipRGCs that project to the 
perihabenular nucleus of  the thalamus. This nucleus in turn 
projects to mood-regulating centers, completing the regulatory 
loop53. The understanding of  the extent to which circadian 
rhythms are involved in normal physiological functioning and 
in pathological process will help to develop novel circadian-
based interventions. Although the use of  this approach is 
currently overlooked, in many cases its incorporation into 
classical clinical treatments has helped ease the symptoms even 
in cases where pharmacological approaches have not been 
successful54,55.

FEATURES OF SHIFT WORK AND THEIR IMPACT 
IN THE HEALTH OF SHIFT WORKERS

A wide number of  sectors in our society have adopted 
shift work in order to provide 24/7 services. In addition, a 
great diversity of  shift working systems exists because every 
productive sector has adopted working schedules that may 
be preferred for their particular and complex organizational 
characteristics. However, the characteristics of  these shift work 
systems, such as permanent night shifts, shift of  different 
lengths, etc, combined with the individual differences in 
natural waking time may influence employee’s performance and 
wellbeing. Here we discuss features of  shift work that employers 
and employees should take into account in order to improve job 
performance and workers’ wellbeing.

Fixed v/s rotating shifts

A long-standing debate in the field has been whether 
fixed or rotating shift schedules are preferable. During the initial 
years, the trend was to favor the use of  fixed shift schedules 
claiming that permanent shifts were advantageous because 
they extended the duration of  day sleep for night workers56. 
However, working several consecutive night shifts may simply 
increase sleep pressure and hence prolong daytime sleep57. 
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More recently, studies assessing the degree of  adjustment of  
endogenous rhythms and performance have brought into question 
the advantages of  permanent night shifts. Indeed, current 
evidence suggest that less than 3% of  permanent night workers 
present a correct phase in their endogenous melatonin rhythm 
and “less than one in four permanent night workers evidence sufficiently 
“substantial” adjustment to derive any benefit from it”58. With regard to 
permanent night workers’ performance, recent studies show that 
cognitive performance is increasingly impaired as the night work 
schedule is carried out. Using a simulated night-shift protocol a 
study assessed how performance varies across consecutive night 
shifts, and found little evidence for performance adaptation 
during subsequent night shift periods59. In addition, a field 
study concluded that alertness and performance are impaired 
equally during the first night vs. subsequent nights among health 
workers60. Moreover, another study showed that chronic shift 
workers under circadian misalignment show a deteriorated 
performance in tasks associated with sustained attention, 
information processing, and visual motor performance, when 
they were compared to daytime workers under the same 
protocol51. Furthermore, a within-subject study in a sample of  
female health care workers in Germany observed a reduced 
psychomotor vigilance after a night shift in comparison to the 
results obtained after a day shift61. In summary, these results 
strongly suggest that fixed or permanent schedules should 
be avoided. It could also be said that complete adjustment 
(if  there were any) may occur but only in workers who remain 
permanently under night shift schedules including during days 
off, which would be unusual given workers’ social and domestic 
activities during their days off.

Shift extension

Among employers, especially from forestry, it is believed 
that extended working hours results in an increased production 
efficiency and harvesting, since it maximizes forest machinery 
use. In Chile, a leader in the forestry industry in South America, 
one study investigated the effects of  extended shift hours and 
production. They found that even though production did increase 
as the working hours increased, the productivity per hour fell after 
9 hour of  shift length62, which contrasts with previous beliefs.

Twelve-hour shift systems have gained popularity among 
employees. They often report benefits such as having more 
free days, decreased number of  work shift and shift changes63. 
In Finland, 599 industrial workers were exposed to three 
different shift schedules [12 h fast rotating shifts (DDNN-----
-), 8 h fast rotating shifts (MMEENN----) and 8 h slow shifts 
(MMMMEEEENNNN------) (D=day, N=night, M=morning, 
E=evening,--=days off)] and were then consulted about their 
sleep quality and work satisfaction. Those engaged in 12 h 
fast rotating shift self-reported longer sleep duration, used less 
sleep promoting medication, and were more satisfied than their 
colleagues in 8 hour shifts64. Although 12 h fast rotating shift system 
seems to increase the self-satisfaction and self-perception of  sleep, 
long work shift is consistently associated with negative effects. 

For example, an association between the duration of  the shift 
and disturbed sleep has been reported63,65 along with a higher risk 
of  dementia66. Likewise, work periods of  12 hours carry twice 
the risk of  accidents than do 8-hour periods67. Importantly, in 
health professionals, the extended shift periods can negatively 
affect the health outcomes of  patients. For example, a survey 
conducted in 12 European countries reported that nurses 
working >12 h were more likely to provide reduced quality of  
care, left more work unfinished, their patients were more prone 
to suffer adverse events related to hospital interventions68, and 
tended to take longer to read vital signs69.

Whereas longer shifts are thought to be convenient for 
employees and employers because they compress workdays and 
use fewer staff  resources, any benefit may be lost if  the dangers 
for workers and customers is higher; cheaper can be expensive 
in the long run. 

Chronotype and work schedules

Chronotype (i.e., when the person is naturally awake 
under a normal light:dark schedule) is another important feature 
that should be taken into account if  any attempt to optimize 
work schedules is to be achieved. A field study that used modified 
surveys to assess sleep/wake behavior under different shift 
schedules (the Munich ChronoType Questionaire (MCTQshift)13 
and the psychomotor vigilance test), suggested that chronotype 
influences performance by interacting with sleep. Performance 
was affected by the time awake during night shifts and by 
the time awake during morning shift in a sample of  workers 
classified as later chronotypes70. Using the same questionnaire 
other studies found that early chronotypes showed reduced 
sleep duration and higher levels of  sleep disturbance during 
night shifts. The same results were found for later chronotypes 
for morning shifts, along with a higher need for recovery after 
morning shift periods, independent of  age71,72. But chronotype 
may not only influence performance and sleep quality; it has also 
been associated with a higher risk of  depression in middle- to 
older-aged women, according to a prospective analysis including 
32.740 women from the Nurses’ Health Study II73. Moreover, 
the interaction between chronotype and work schedules is 
associated with an increased or reduced risk for type 2 diabetes 
for early and late chronotypes, respectively74.

 Including chronotype in the design of  shift schedules 
could represent an opportunity to obtain the best performance 
from workers, as it would tailor their work schedule to their 
individual characteristics. In this regard, one investigation 
designed a chronotype-adjusted (CTA) schedule. For this they 
used the MCTQshift to guide the suppression of  those shifts 
that contributed to increased stress for extreme chronotypes 
(morning shifts for late chronotypes and night shifts for morning 
chronotypes). This intervention increased sleep duration and 
quality, reduced circadian misalignment, and produced an 
increase in perceived wellbeing75. Finally, it is important to 
mention that any intervention regarding chronotype should be 
reassessed periodically, since chronotype changes with age76.
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LIGHT-BASED INTERVENTIONS TO IMPROVE 
CIRCADIAN ADAPTATION TO SHIFT WORK

Our work-centered culture requires that individuals work 
under nonstandard schedules. To cope with this lifestyle, many 
depend on a stimulant/sedative loop. Naps and stimulants such 
as caffeine and modafinil are used to increase alertness during 
night shifts, but they do not restore alertness and performance 
to daytime levels77,78. Moreover, sedative medication is used to 
increase daytime sleep levels but is ineffective against the nadir 
in alertness and performance that occurs during night work51,60. 
By contrast, interventions that phase shift the circadian clock 
to re-align the physiology to night work can be a more useful 
measure to counter the adverse effects of  night work.

Beyond caffeine: Light based interventions

The aim of  the light-based interventions is to produce a 
gradual phase delay of  the worker’s circadian rhythm, based on 
measurements of  their minimum temperature (Tmin), which is 
considered to be the period with the lowest alertness. Thus, such 
interventions push Tmin to the daytime period and therefore, 
move the period of  alertness into the night79. As light is the 
most powerful zeitgeber13, scheduled exposure to bright light 
before the Tmin and scheduled dark/sleep episodes during the 
following day to avoid an advancing of  the circadian clock, have 
been used for this purpose in field and in laboratory studies. In 
this regard different experimental designs have been used. Using 
a combination of  dark environment, sunglasses (SG) for the 
commute home, melatonin (M), and a moving pattern of  bright 
light pulses (BL) (~5000 lux/20 min) one study demonstrated 
that BL was the most effective measure to phase delay DLMO 
into daytime sleep79. Another investigation combining SG, a 
static pattern of  BL, and exposure to sunlight after daytime sleep 
in simulated night shift workers, found the same results80. In a 
field study nurses exposed intermittently to bright light during 
the first 6 hours of  their night shifts in combination with SG 
were able to delay their DLMO into the day dark/sleep episodes 
and increase the length of  daytime sleep, even when the length 
of  exposure to intermittent BL during work was not evenly 
controlled for every nurse81. Using the same approach, one study 
aligned the peak of  cortisol with night work and the nadir with 
daytime sleep82. Phase shifting circadian rhythms to completely 
align to night work and daytime sleep is the major goal of  all the 
interventions described. However, these approaches imply that 
people sleep during the day and remain awake during the night 
in a permanent manner, which is not useful for workers under 
rotating schedules, since they would then need to spend part of  
their days off  re-synchronizing their clocks to a daytime regime. 
For this reason, investigators have developed new strategies that 
produce a compromise phase position in which the circadian 
clock is delayed to only partially align with the day sleep period. 

This partial entrainment is designed to attenuate the fall in 
performance and alertness that would normally occur during night 
shifts while permitting sufficient daytime sleep after night shifts83. 
Using a combination of  brief  bright light pulses during night 
shifts (~4100 lux/15 min every hour from midnight until 4 am), 
sunglasses, scheduled sleep in dark bedrooms as soon as possible 
after the end of  the shift, and exposure to sunlight by the 
afternoon, a series of  studies reported delayed DLMO to the 
compromise phase position, larger daytime sleep, and improved 
performance and alertness83–85. Although this arrangement was 
designed for permanent night workers, the same elements but 
in a more complex combination have also been used to help 
rotating shift workers86.

In summary, even when these recommendations have 
been available almost for two decades, they are underused in the 
real world, despite their low economical cost. The most common 
complaint for these treatments is that they are time consuming, 
which could impact the compliance with the treatment87. Thus, 
the obvious challenge is to develop portable devices that allow 
workers to self-administer pulses of  BL while on duty. Indeed, 
even when these devices exist (https://sadlampsusa.com/
best-light-therapy-glasses/) we are still far from the target. It 
is necessary to continue improving the quality of  theses glasses 
and make them more “job friendly” and economically accessible 
than they currently are.

CONCLUSION
Global modern economy depends nowadays on non-

traditional work arrangements. However, working against our 
body clock is strongly associated with a broad range of  chronic 
diseases. It is not by chance that the rapid increase in diseases 
such type-2 diabetes, cancer, and neurological disorders, parallels 
the epidemic of  circadian disruption. As was reviewed here, the 
negative effects on the health of  an increasing proportion of  
the work force are indeed due to circadian misalignment and 
exposure to light at odd hours.  Hopefully, our knowledge in 
the field of  circadian rhythms is increasingly being translated 
into measures that improve human health88. This knowledge 
should be oriented to the development of  strategies that allow 
public health workers, employers, governments, and any other 
affected stakeholder in our society, to deal most effectively with 
the consequences of  our 24/7 culture.
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INTRODUCTION
In humans, the intrinsic period of  the circadian cycle is 

slightly greater than 24 h on average with individual variations 
that depend on both genetic and environmental factors1. 
Individual differences in the phase of  the circadian rhythms are 
known as circadian preferences or chronotypes1. Chronotypes 
depend on the expression of  several genes2, and vary with 
other biological factors such as age and sex3. Chronotypes also 
depend on the intensity, quality and timing of  light exposure4 
and on a diversity of  social demands such as school, work, or 
entertainment schedules5.

The sleep-wake cycle is the most conspicuous human 
circadian rhythm, which is well-known to depend on social 
demands. Latin American high school students attending school 
in the morning shift have advanced and shorter sleep compared 
to those attending the afternoon-shift6-9. Night shift work has 
also been associated to sleep disorders10. Shifts not only affect 
sleep timing but also circadian preferences. For example, night-
shift nurses have significantly later chronotypes than day-shift 
nurses11. Moreover, afternoon-shift high school students from 
Mexico and Uruguay have significantly later chronotypes than 
morning-shift ones7,12

Individual circadian preferences can be inferred by 
universally validated questionnaires13,14. However, different 
questionnaires survey different aspects of  sleep habits and 
might not be consistent in typifying chronotype. MCTQ, 
for example explores sleep timing and assumes that the mid 
sleep point on free days corrected for sleep debt on workdays 
(MSFsc) is a good proxy of  individual chronotype3. MEQ score, 
in turn, represents the self-reported time preference to perform 
different activities13. Therefore, while MEQ and MSFsc usually 
correlate, it is not surprising to find discrepancies as both 
questionnaires have different aims and are not interchangeable. 
A more objective way of  evaluating sleep habits is provided 
by sleep logs (SL), which despite being self-reported, are more 
accurate, providing information about actual daily sleep timing, 
which in turn, might be (or not) in accordance with circadian 
preferences15. An integration of  all these instruments is required 
to have a reliable picture of  individual sleep habits and circadian 
preferences of  a given population.

In people with demanding physical or athletic training, 
sleep patterns and rest times as well as the time in which 
training is scheduled, are relevant to their performance. 

Athletes with long training days, extended working periods, and 
irregular rest in weekends, frequently have impaired sleep duration 
and efficiency16. As a particular case, dancers are competitive athletes 
who undergo extreme physical and mental stress and usually work 
according to an irregular schedule. However, the relationship 
between circadian preferences, sleep patterns, and performance in 
dancers has not been thoroughly evaluated so far. To our knowledge, 
only one previous study reports the decrease in sleep quality and the 
cognitive impairment ballet dancers suffer during training17.

In this study, we took advantage of  the Uruguayan public 
professional training in dance which is organized in two different 
shifts (morning and night). We aimed to evaluate the influence 
of  these contrasting shifts on sleep timing and individual 
circadian preferences of  dancing trainees from data obtained 
by questionnaires and SL. Both types of  instruments showed 
that nocturnal dancers scheduled their sleep later than morning 
ones. In addition, nocturnal dancers reported later circadian 
chronotypes (measured by MSFsc) than morning dancers, with 
no differences in their circadian preferences measured by MEQ. 

MATERIAL AND METHODS
Dancers from the Uruguayan public school for professional 

training in contemporary and folkloric dance (Escuela Nacional 
de Danza, END-SODRE, Ministerio de Educación y Cultura) 
were recruited to participate in this study (Table 1). To maximize 
school infrastructure usage, the END-SODRE is organized 
as a 4-year training program with classes taught from Monday 
through Friday in two shifts. First and second grade students 
attend the night shift (20:00 to 24:00) while students of  the third 
and fourth grade attend the morning shift (8:30 to 12:30). Fifty-
six dancers (29 from the morning shift and 27 from the night 
shift), mostly females, with age ranging from 18 to 30 years old 
met the inclusion criteria as participants of  this study (Table 1). 
Dancers under self-reported treatment with psycho-active drugs, 
with missing data in questionnaires, and reporting the use of  
alarm clock during weekends were excluded from this study. Data 
were globally analyzed with no distinction among genders.

During August 2019, informational flyers and informed 
consent forms were distributed . Enrolled participants answered 
questionnaires during school-time. This study was evaluated by 
the Ethics Committee of  the School of  Psychology, Universidad 
de la República, and complied with the principles outlined by 
the Declaration of  Helsinki (World Medical Association, 2013).

Table 1. Number of  participants, gender, age and chronobiological characterization of  the dancers training in morning-shift and night-shift.

Total Morning-shift Night-shift

p

Participants (n) 56 29 27

Gender (n) Female 45 24 21

Male 7 3 4

Other 4 2 2

Age (mean ± SD) 22.07 ± 2.49 22.55 ± 2.69 21.56 ± 2.19 0.1785

MSFsc (mean ± SD) 6:10 ± 1:52 5:43 ± 1:47 6:40 ± 1:52 0.0472

MEQ score (mean ± SD) 46.91±8,88 48.83±8.51 44.85±8.96 0.1092



XV Latin American Symposium on Chronobiology 2019

33 The impact of  training shifts in dancers’ chronotype and sleep patterns

The chronobiological characterization was assessed 
using the Spanish version of  both the Munich Chronotype 
Questionnaire (MCTQ,14 and the Morningness-Eveningness 
(MEQ, 13). Validated MCTQ reports were used to assess the 
mid-sleep point on free days corrected for sleep debt on 
workdays (MSFsc) as a proxy of  individual chronotype3, and 
the social jetlag as the absolute difference between the mid-
points of  sleep on work and free days5. The MEQ score, 
calculated from the answers about preferred sleep time and 
daily performance inquired in the MEQ, was also considered 
as a proxy for individual circadian preference, with higher 
scores indicating greater morningness tendencies13. Participants 
were also instructed to answer daily WhatsApp messages every 
morning for 19 days (August 10-28, 2019, 13 workdays and 6 
free days) to record their actual sleep timing. Sleep logs (SL) 
allowed us to measure the average individual midsleep point of  
work (MSW) and free days (MSF) (Table 2).

Data are expressed as mean values ± standard deviation 
throughout. As data did not comply with normality and/
or homoscedasticity, statistical comparisons were analyzed 
by non-parametric tests: the Wilcoxon signed-rank test 
for comparisons between work and free days in the same 
individuals, the Mann–Whitney U test for comparisons across 
participants between shifts.

RESULTS
Twenty-nine dancers of  the END-SODRE trained in 

the morning shift and 27 dancers trained in the night shift 
fulfilled the inclusion criteria to participate in this study 
(Table 1). Although earlier grades of  the END-SODRE are 
scheduled in the night shift and last grades in the morning 
shift, the age of  participants did not differ significantly across 
shifts (p=0.17; Mann-Whitney U test, Table 1).

The chronobiological characterization of  the 
studied population was achieved using two largely validated 
questionnaires (MEQ and MCTQ), whose outputs were 
significantly correlated (R = -0.415, p = 0.0014; Fig. 1A). 
Average chronotype corresponded to an MSFsc of  6:10 ± 
1:52, being significantly later in dancers attending the night 
shift (6:40 ± 1:52) than in morning-shift dancers (5:43 ± 1:47; 
Table 1). Mean social jetlag was 2.03 ± 1.71 h and correlated 
with MSFsc as expected (R = 0.464, p = 0.0003; Fig. 1B). 

Table 2. Mid sleep point calculated using Munich Chronotype Questionnaire (MCTQ) and Sleep Logs for work (MSW) and free days (MSF), for dancers who 
attended morning-shift and night-shift.

 MCTQ          n=56 Sleep Logs          n=50

MSW MSF p1 MSW MSF p1

Morning-shift 3:38 ± 0:34 6:26 ±1:40 <0.0001 3:34 ±0:34 6:33 ±1:26 <0.0001

n=29 n=25

Night-shift 6:08 ±1:21 7:20 ±1:29 0.0027 5:55 ±1:05 7:07 ±1:08 <0.0001

n=27 n=25

p2 <0.0001 0.0221 <0.0001 0.0407
1 Wilcoxon Matched-Pairs test
2 Mann-Whitney U test

Figure 1. Linear regressions between midsleep point on free days corrected 
for sleep debt on workdays (MSFsc) and A) the score obtained from 
Morningness-Eveningness Questionnaire (MEQ); B) the social jet lag (SJL).

On the other hand, average circadian preferences corresponded 
to a MEQ score of  46.91 ± 8.88, with no significant differences 
between students attending the morning shift (48.83 ± 8.51) and 
the night shift (44.85 ± 8.96; Table 1).

Sleep timing was evaluated from the midsleep point 
calculated from data reported in MCTQ and SL, whose values 
were significantly correlated for both work (R = 0.889, p ˂ 
0.0001; Fig. 2A) and free days (R = 0.534, p ˂ 0.0001; Fig. 2B). 
Both approaches consistently showed that sleep timing was 
significantly delayed in the free days respect to workdays in all 
the participants, being this delay longer in morning-shift dancers 
than in night-shift ones (Table 2). In addition, both MCTQ and 
SL data show that sleep is scheduled significantly later in night-
shift dancers than in morning-shift ones in both work and free 
days (Table 2).
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DISCUSSION
We present the chronobiological characterization of  

a group of  young Uruguayan dancers being trained at the 
END-SODRE in two shifts, morning and night. Interestingly, 
although morning and night-shift dancers did not differ in their 
circadian preferences (measured by the MEQ score), individual 
chronotypes (estimated by MSFsc) were later in night shift-
dancers respect to morning-shift ones.

The high quality of  our data allows us to support our 
conclusions. First, as an internal validation of  MCTQ, we found a 
significative correlation between MSFsc and social jet lag (Fig. 1A), 
indicating that later chronotypes are subjected to a significantly 
higher desynchronization as expected5. Secondly, we used two 
standard validated questionnaires (MCTQ and MEQ13,14 to do 
the chronobiological characterization of  the study population, 
whose results were, as expected, significantly correlated 
(Fig. 1B)18. Moreover, comparable data obtained from either the 
MCTQ questionnaire or the 19-days SL significantly correlated 
(Fig. 2), indicating the reliability of  the self-reported information 
provided by the participants. Although age and gender differences 
in MSFsc have been previously reported3, we did not attempt to 
discriminate these effects given that all participants were over 18 
years old, their age was constrained into a narrow range, and the 
study population was mostly composed by females.

As previously reported in Uruguayan youngsters6,19, 
chronotypes measured by MSFsc were very late in average while 
MEQ scores were not suggestive of  lateness. This discrepancy 
is not surprising as both questionnaires explore different aspects 
of  circadian preferences and was also evinced in a similar-
age Uruguayan population20. Therefore, as the classification 
of  circadian typologies depends on age, geographic, and 
cultural differences3, it is important to combine the use of  
different instruments to actually assess the chronobiological 
characterization of  a given population.

Self-reported data either from MCTQ forms or from 
daily WhatsApp messages (SL), were very consistent in showing 
differences between the sleep patterns of  morning and night shift 
dancers (Table 2; Fig. 2). Differences in dancers’ sleep schedules 
between the morning and the night shift resemble those 
observed in Latin American adolescents attending different high 
school shifts6–9. In particular, this study is in accordance with 
these previous reports by showing that chronotypes (measured 
by MCTQ) are affected by the training shift, being later in the 
night shift than in the morning one; and that sleep is more 
advanced during workdays in morning-shift dancers compared 
to night-shift ones. Interestingly, to our knowledge, no previous 
studies have taken advantage of  training in shifts to explore its 
chronobiological impact in young adults as most studies of  this 
kind have been focused on high school adolescents.

Social demands impose a chronic misalignment between 
the inner and social clocks, particularly in adolescents and young 
adults, resulting in sleep deficiency during workdays and sleep 
compensation during weekends5,14. Although sleep duration 
was not analyzed in this study, it is evident that both morning 
and night-shift dancers followed the expected changes between 
work and free days, delaying the occurrence of  sleep during 
weekends.

In conclusion, dancers being trained in morning and 
night shifts offer the opportunity to test the impact of  these 
contrasting shifts on circadian preferences and sleep patterns. 
In this first study of  this  advantageous population, we confirm 
that sleep schedules show the expected differences between 
shifts and between work and free days. More interestingly, 
the indicator of  chronotype that relies on self-reported sleep 
patterns is extremely late and delayed in night-shift dancers with 
respect to morning-shift ones; while the indicator of  circadian 
preference does not report differences across shifts.

ACKNOWLEDGMENTS
We wish to thank very specially the dancers of  the 

END-SODRE who kindly volunteered as participants of  this 
study. We are specially thankful to the Director of  the School 
of  Performing Arts-SODRE, Martín Inthamoussou, and 
to the Coordinators of  the END-SODRE, Andrea Salazar 
and Emiliano D’Agostino for their support and logistic help. 
We also thank Micaela De Mori, Agustín Laguardia, Betania 
Martínez, and Luna Perla for their help in data collection and 
Adriana Migliaro for her suggestion and comments that help 
us to improve the manuscript.

Figure 2. A) Workdays. Linear regression between midsleep point obtained 
from Munich Chronotype Questionnaire (MSW-MCTQ) and midsleep point 
obtained from Sleep logs (MSW-SL). B) Free days. Linear regression between 
midsleep point obtained from Munich Chronotype Questionnaire (MSF-MCTQ) 
and midsleep point obtained from Sleep logs (MSF-SL). 
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ABSTRACT

Aedes aegypti is a mosquito vector of  pathogens that cause important diseases.  However, we don’t 
know much about the molecular control of  circadian rhythms in these insects. To understand how 
clock genes interact, we sought to establish the cell culture model for a detailed circadian study. 
The embryonic cell line Aag2 expresses the major clock genes. Thus, we characterized the circadian 
expression profile of  clock genes in the Aag2 cells by qPCR in uninfected cells in LD12:12 and DD 
and in infected cells with DENV2 in LD12:12. Among the analyzed genes, only per showed a cyclic 
expression profile in these cells in both photoperiods. In cells infected with DENV2, we observed 
that no gene had a cyclic expression profile, although the expression pattern in infected cells is 
different from control ones,  suggesting that for a gene cycling profile to occur, cell synchronization 
may be necessary.
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INTRODUCTION
Aedes aegypti mosquitoes (Diptera: Culicidae) are vectors of  

several pathogens that cause important diseases such as Dengue 
Fever 1. Aspects of  mosquito behavior play a fundamental role 
in the dynamics of  the diseases transmitted by them2. Despite its 
medical importance, we don’t know much about the molecular 
control of  circadian rhythms of  these vectors. These rhythms, 
that have a period close to 24 hours under constant conditions 
(for example, in the absence of  light/dark cycles), are controlled 
by an internal biological clock, that is under genetic control3,4. In 
insects, the molecular clock is well elucidated in model species 
Drosophila melanogaster and it is controlled by several genes 
interconnected in three negative feedback loops5.

On the other hand, Gentile et al. described the mRNA 
expression profile of  the seven major genes of  the first and 
second regulatory loops in Ae. aegypti. In general, an expression 
profile similar to that seen in Drosophila can be observed: 
period (per) and timeless (tim) genes have their peak expression 
in scotophase, while the peaks of  Clock (Clk) and cycle (cyc) are 
in antiphase. The latter, in turn, presents a cyclic expression 
pattern, unlike Drosophila6. In addition, in mosquitoes of  the 
Aedes genus, there are two forms of  the cryptocrome gene: one 
similar to Drosophila’s photoreceptor (cry1) and other (cry2), 
which is orthologous to the transcriptional repressor found 
in vertebrates6,7. The cry1 gene expression is constitutive, but 
cry2 expression has a bimodal pattern with two peaks of  gene 
expression6. However, the importance of  these two peaks in 
regulating the circadian clock is unknown.

Although the expression profile of  these genes is already 
known, it’s not clear how they interact with each other to 
regulate the circadian clock and other aspects of  the biology 
of  this important vector. Thus, the use of  cell lines has been 
an alternative to the study of  the circadian clock, especially in 
non-model organisms, as already seen for monarch butterflies8.

Aag2 cells 9 are an embryonic lineage from Ae. aegypti and 
express the major clock genes, besides being immunocompetent 
cells, which makes these cells a good model for studying 
arbovirus infection, for example10.  Therefore, this study aimed 
to establish the expression profile of  the main clock genes in 
this cell line. We also infected these cells with DENV2, in order 
to obtain initial information on how the interaction between the 
clock and dengue virus infection could occur in this cell culture 
system, since it has been seen that female Ae. aegypti mosquitoes 
infected with DENV2 increase their locomotor activity pattern, 
which could suggest a relation between virus and clock genes11.

MATERIAL AND METHODS

Cell culture

Aedes aegypti Aag2 cell line was kindly provided by Dr. 
Marcos Sorgine from Universidade Federal do Rio de Janeiro 
(UFRJ) and were cultured in Schneider’s Drosophila medium (Life 
Technologies) supplemented with 10% fetal bovine serum (Life 
Technologies). The cells were maintained at 28 ºC, in 25 cm² 
tissue culture flasks and passaged at 1:5 dilution every 3-4 days.

Collection points of  infected and non-infected cells

For collection points, the cells were plated in 87mm 
Petri dishes in Schneider’s Drosophila medium with 10% fetal 
bovine serum at appropriate dilution for each experiment. To 
establish the clock gene expression profile over 24 hours, a 
1:3 dilution (for assays without infection) or a concentration 
of  24x105 cells/10mL (infection assays) was used. The cells 
were kept in a B.O.D incubator (Forlab – Eletrolab) at 28 ºC 
without CO2 at LD12:12 (12 hours of  light and 12 hours of  
dark) or DD (constant darkness). After 3 or 4 days at the 
desired photoperiod, the cells were collected every 4 hours 
until complete 24 hours and material was stored at -80 °C until 
RNA extraction.

RNA extraction, cDNA synthesis and Real Time PCR

Total RNA from cells was extracted using TRIzol 
reagent (Invitrogen), following the protocol described in 
Gentile et al 6. cDNA was synthetized using TaqMan Reverse 
Transcriptase kit (Thermo Fisher) with oligo-dT according 
to the manufacture’s protocol. After synthesis, cDNA was 
diluted 10X with milli-Q water. Quantitative Real Time PCRs 
(qPCRs) were performed in StepOneTM Real-Time PCR 
System (Applied Biosystems), using Power SYBR Green 
PCR Master Mix (Applied Biosystems), 4.0 μL of  cDNA 
and oligonucleotides at a concentration of  0.5 μM in a final 
reaction volume of  15 μL.  For the analyzed genes, we used 
the same pairs of  oligonucleotides described in Gentile et al 6, 
except for Clk (F: 5’- TCCTCCGGACTCGTCAACCGG-3’; 
R: 5’- TGCGCTGGAGTTAGCACGACG-3’). The reactions 
were performed in three technical replicates for each sample 
and independently for the analyzed genes, and data obtained 
from amplifications were analyzed using ΔΔCt method. RP49 
gene was used as endogenous control of  the reactions12.

DENV2 infection in Aag2 cells

A concentration of  24x105 cells was plated in Petri 
dishes in Schneider’s Drosophila medium with 10% fetal bovine 
serum 24 hours before infection. Given this time, cells were 
washed twice with phosphate-buffered saline (PBS) 1X and a 
serum free medium was replaced in all Petri dishes. The cells 
were incubated with 6,5x1010 TCID50 (tissue culture infectious 
dose50) of  DENV2, strain BR/RJ66985/2000 (GenBank 
register number: #HQ012518) in 10 mL, for an hour at 28ºC. 
The control group was incubated only with serum free medium. 
After that, the medium was changed again by culture medium 
with 10% fetal bovine serum and cells were placed in incubator 
at LD12:12 for 4 days until collection points.

Statistical analysis

Data from qPCRs were statistically analyzed by ANOVA 
followed by Tukey’s test, using GraphPad Prism statistical 
software package (Prism 5.0; GraphPad Software, Inc., San 
Diego, CA). Asterisks indicate significant differences (*p < 0.05; 
**p < 0.01; ***p < 0.001).
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RESULTS
Because there were no available data about clock genes 

expression in Aag2 cell line in literature, we firstly performed 
Reverse Transcriptase PCR (RT-PCR) using cDNA from these 
cells, collected in two points throughout the day: ZT5 and ZT17. 
These points were chosen because, according to Gentile et al6, 
these are the two moments that most of  the clock genes present 
their peak expression in Ae. aegypti mosquitoes. The results showed 
that, the main genes described in Ae. aegypti: per, tim, Clk, cyc, cry1, 
cry2, vri and Pdp1, are expressed in Aag2 cells (data not shown).

Thus, we investigated whether the expression of  these 
genes had a circadian profile. We performed qPCRs assays in two 
photoperiods: LD12:12 and DD. The experiments were carried 
out in four biological replicates for both analyzed photoperiods.

And finally, after establishing the expression profile of  
clock genes in LD (in ZTs 1, 5, 9, 13, 17 and 21) and DD (Cts 1, 
5, 9, 13, 17 and 21), we investigated if  DENV2 infection could 
modulate the expression of  clock genes. The experiments were 
performed in three biological replicates in the photoperiod of  
12 hours of  light and 12 hours of  dark.

Clock gene expression profile in Aag2 cells maintained 
at LD12:12 and DD.

In LD12:12, of  the eight genes analyzed, only per gene 
is cyclically expressed, with a peak expression in ZT1 (p= 0.0066) 
(Figure 1). The other genes analyzed didn’t show a cyclic expression 
profile in these cells. In other words, they are arrhythmic, although 
they appear to be widely expressed in Aag2 cells (Figure 2).

Figure 1. Circadian expression profile of  clock genes by qPCR. The graph shows 
the expression of  period gene in LD12:12 (black line) and DD (grey line). The y-axis 
indicates the relative mRNA abundance and the x-axis the time points (ZT). The 
graph was obtained from the average of  four independent experiments. Asterisks 
represent statistically significant differences (**p<0.01 in LD; * p<0.05 in DD).

Figure 2. Circadian expression profile of  clock genes by qPCR. The graph shows 
the expression of  tim, cry2, Clk and cyc genes in LD12:12. The y-axis indicates 
the relative mRNA abundance and the x-axis the time points (ZT). The graph 
was obtained from the average of  four independent experiments. Each gene is 
represented by a different line format as shown in the figure. The other analyzed 
genes (cry1, vrille and Pdp1) are not represented in this figure. No significant 
difference was observed in any of  the analyzed genes.

Figure 3. Circadian expression profile of  clock genes by qPCR. The graph shows 
the expression of  tim, cry2, Clk and cyc genes in DD. The y-axis indicates the relative 
mRNA abundance and the x-axis the time points (CT). The graph was obtained from 
the average of  four independent experiments. Each gene is represented by a different 
line format as shown in the figure. The other analyzed genes (cry1, vrille and Pdp1) are 
not represented in this figure. No significant difference was observed in any of  the 
analyzed genes.

The next step was to investigate the circadian expression 
profile in the absence of  environmental synchronizer (cells kept in 
constant darkness). In DD, per gene again showed a cyclic expression 
profile, however, without a defined expression peak, maintaining 
high expression levels between ZTs1 to 9 (p= 0.03) (Figure 1). The 
other genes remained arrhythmic in these cells (Figure 3).

Clock gene expression profile in DENV2-infected Aag2 
cells in LD12:12

Of  the analyzed genes, none showed a cyclic expression 
profile in cells infected with DENV2. Moreover, in the 
uninfected control cells of  the experiment, the clock genes didn’t 
show a cyclic profile either. However, although arrhythmic, 
period showed a different expression profile between infected 
and uninfected cells (Figure 4).

As infection control, the percentage of  cells infected 
by DENV2 was evaluated by flow cytometry. The overall 
mean infection was approximately 29% of  the cells in the Petri 
dishes (data not shown). The results are different from those 
observed previously in LD12:12 because, in this second set of  
experiments, the cells were incubated for 1h with serum-free 
medium, as it was part of  the infection protocol. This most 
likely resulted in this loss of  period gene cycling.
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DISCUSSION
The expression profile of  clock genes in heads of  virgin 

females of  Ae. aegypti was described by Gentile et al 6, and differs 
from the D. melanogaster model in some aspects, such as the cyclic 
expression of  cyc gene and presence of  a second form of  cryptochrome 
gene (cry2).  However, the absence of  known mutant alleles for 
these genes makes research on the molecular clock of  mosquitoes 
a descriptive rather than functional task. Therefore, an alternative 
found by our group to perform functional studies on the circadian 
clock in Ae. aegypti was to use the Aag2 cell line, derived from the 
species itself. We began characterizing the clock gene expression 
profile by qPCR, synchronizing to light/dark cycles.

When Aag2 cells are submitted a light/dark cycles, only 
one gene is cyclically expressed: period, with a peak expression 
during the light phase. The other clock genes, which in mosquito 
female heads are rhythmic6, in this lineage are arrhythmic. 
Interestingly, whereas in Aag2 cells the per gene expression peak 
is in ZT1, in mosquitoes, this expression peak occurs only in 
ZT17, during the dark phase of  a light/dark cycle.

The Aag2 lineage is derived from embryonic cells, so it’s 
possible that the expression profile of  clock genes is different 
from that found in adults. This arrhythmic pattern of  clock genes 
expression is not surprising in insect’s cell lines. D. melanogaster 
S2 embryonic cells also have an arrhythmic expression profile, 
and don’t even express some of  the canonical circadian clock 
genes, such as per and cyc13, 14.

Studies with D. melanogaster embryos show that during 
embryogenesis, from embryonic stage 12 (ES12), PER protein 
is already expressed in the ventral nerve chord and in ES15, 
it’s expressed in brain cells. However, at these stages no 
CLOCK protein is expressed, indicating that transcription of  
per gene at this time of  embryogenesis isn’t being activated by 
CLK-CYC transcription factors, as in adult fly15. These data 
suggest that per may not be regulated by canonical activators 
(CLK-CYC) of  the circadian clock in D. melanogaster embryos. 

This could explain the results seen in Aag2 cells, suggesting that 
per gene may be regulated independently of  Clk and cyc.

In DD, per gene also showed a cyclic expression profile 
during the subjective day, and the other genes presented an 
arrhythmic expression profile as we observed in LD12:12. 
These data are not surprising since it’s known that constant 
conditions lead to decreased rhythm amplitude or even 
arrhythmicity. For example, DpN1 embryonic cells from 
the monarch butterfly Danaus plexippus also express various 
circadian clock genes, showing rhythmicity in LD12:12, but all 
lose the cycling profile in DD as seen in Aag2 cells8.

However, the fact that the circadian clock is not functional 
doesn’t mean that the cell isn’t under oscillatory control. Rey 
et al. showed that D. melanogaster S2 cells that don’t express several 
canonical circadian clock genes have proteins, in particular 
metabolic enzymes, which are expressed rhythmically over a 24-
hour period14. This strongly suggests that there is a circadian 
clock acting. The hypothesis is that the cyclic expression of  
these enzymes could be being regulated at post-translational 
level, which could also be happening with Aag2 cells.

Although we didn’t see a cyclic expression profile 
of  most clock genes in these cells, we infected them with 
DENV2, because there are data in the literature showing that 
pathogen infection may modulate the circadian clock, as seen 
in D. melanogaster, where, mutant flies to clock genes are more 
susceptible to pathogenic bacterial infections when compared 
to wild flies, for example 16.

However, no gene had a cyclic expression profile (cells 
infected with DENV2 and control cells), not even the per gene, 
which presented rhythmicity in both analyzed photoperiods. 
One hypothesis for the loss of  per gene rhythmicity is that 
during virus adsorption, cells are subjected to 1h serum free 
medium (control cells were incubated only by serum free 
medium, that is, without virus). This absence of  serum could 
interfere in per gene cycling, as according to standardized 
protocols, serum shock is an efficient way to synchronize 
the cell cycle and consequently promote the cycling of  clock 
genes in mammalian cells, for example17. In this work, we 
chose not to synchronize the cell cycle, since studies with 
insect cells didn’t use this approach to analyze the clock gene 
expression profile8,12. However, given the results obtained, 
synchronization may be a methodology to be used, so that the 
clock genes present a cyclic expression profile in these cells.

Although it is not possible to affirm that Aag2 cells have 
a functional circadian clock, these cells express all canonical 
clock genes, indicating that further studies are still needed 
to understand if  these cells can be a model for initial and 
complementary studies on circadian clock in Ae. aegypti.
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Figure 4. Circadian expression profile of  period gene by qPCR. The graph shows per 
expression in cells infected with DENV2 in LD12:12. The y-axis indicates the relative 
mRNA abundance and the x-axis the time points (ZT). The continuous line represents 
the gene expression in infected cells and the dotted line represents the gene expression 
in control cells. The graph was obtained from the average of  three independent 
experiments. No significant difference was observed in any of  the analyzed genes.
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ABSTRACT

Daily rhythms of  behavior often result from the expression of  a circadian rhythm modulated and 
synchronized by abiotic and biotic cues from the environment. Circadian rhythms allow living 
organisms to anticipate changes and allocate energy in order to cope with predicted events as 
well as to time behavioral displays in social contexts. Understanding the complexity of  behavioral 
rhythmicity requires a more comprehensive analysis that takes into consideration the intricacy of  
natural environmental constrains, in the wide range of  modulating factors operating in nature. 
Gymnotus omarorum is a pulse type gymnotiform widely distributed in Uruguay, which constantly 
displays an electric behavior, with a circadian rhythm of  nocturnal increases in its rate of  emission, 
that serves communicative and perceptual purposes. Given its fundamental role, the electric 
behavior needs to be a reliable signal especially in social contexts. In this report, we aim at analyzing 
the daily changes in the variability of  the electric behavior as well as the modulatory effect of  the 
social context on this variability.
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INTRODUCTION
Daily rhythms of  behavior often result from the expression 

of  a circadian rhythm modulated and synchronized by abiotic 
and biotic cues from the environment. Light and temperature, 
but also predatory activity and conspecific interactions, are 
important synchronizers of  endogenous rhythms1,2. Circadian 
rhythms allow living organisms to anticipate changes and 
allocate energy in order to cope with predicted events as well as 
to time behavioral displays in social contexts. Classical studies in 
precisely controlled laboratory conditions have led to a simplified, 
dichotomic view, of  either nocturnal or diurnal patterns. This 
is especially so when reducing behavior to a single variable, the 
most commonly used being locomotor activity. Understanding 
the complexity of  behavioral rhythmicity requires a more 
comprehensive analysis that takes in into consideration the 
intricacy of  natural environmental constrains in the wide range 
of  modulating factors operating in nature, as well as the different 
expressions of  behavior displayed by individuals of  the species3.

Nocturnal fishes of  the South American order 
Gymnotiformes are characterized by the emission of  species-
specific weak electric discharges that serve electrosensory and 
electrocommunication purposes4,5. These typical electric behavior 
consists of  pulse discharges (the “electric organ discharge”, 
EOD) continuously emitted by a specialized electric organ. A 
medullary pacemaker nucleus commands these emissions, setting 
the basal rate of  the EOD (EOD-BR)6 while modulated by central 
connections from pre-pacemaker structures. The EOD is a 
behavioral display that encodes information (in the waveform and 
frequency domains) about an individual’s species identity, sex, and 
physiological state7. In addition, the EOD is the physical carrier 
of  perceptually relevant sensory information8. Arousal state in 
weakly electric fish implies an increase in EOD basal rate hence 
increasing the availability of  sensory information per unit of  time. 
Exploratory movements, novelty detection, escape responses 
and even volition are associated with increases in EOD-BR1. As 
arousal coincides with the active phase of  the day, the EOD-BR 
in these nocturnal animals increases during the night1, 9-12.

Gymnotus omarorum is a pulse type gymnotiform widely 
distributed in Uruguay13. The nocturnal increase in EOD-
BR is a circadian rhythm14, depends on melatonin15 and is 
expressed in the natural habitat even though the surrounding 
vegetation generates a constantly dark environment1. Moreover, 
the rhythmic nocturnal rise in EOD-BR is precisely timed to 
the daily maximum temperature of  the water, rendering this 
cue the most likely environmental zitegeber. Social context is 
a fundamental circadian synchronizer in natural populations, 
however overlooked when analyzing the rhythmic expression of  
natural behaviors. The nocturnal increase in EOD-BR is indeed 
strongly influenced by the social context, which exerts a potent 
synchronization effect among animals in the same population1.

Given its fundamental role the EOD needs to be a reliable 
signal, yet modifiable to accommodate the aforementioned 
necessary changes. Previous reports for this species have shown 
that the EOD-BR has an intrinsic low variability when measured 
in isolated animals in a resting condition at laboratory settings. 

Moreover, EOD-BR variability shows an exact correlation 
with the variability of  the spontaneous discharge of  the central 
pacemaker that triggers de EOD16. It is interesting to consider 
how is this system behaving in the natural habitat, in which 
individuals are challenged by a more complex and changing 
environment. A high variability in the rate of  emission of  the 
EOD likely increases its uncertainty as electrosensory signal, 
and hinders the performance of  both, communicative and 
perceptual channels. In this report, we aim at analyzing the 
daily changes in the variability of  the electric behavior and the 
modulatory effect of  the social context on this variability.

MATERIAL AND METHODS
Adult G. omarorum13 (n=11) were used in natural settings 

including the recording of  6 individuals in natural conditions 
and 5 individuals isolated in shelters within the natural habitat 
(seminatural condition). All specimens were collected in Laguna del 
Sauce, Maldonado, Uruguay (34º 48’ S, 55º 18’ W). Fish were located 
using a fish detector, consisting in an electronic audio amplifier 
connected to a pair of  electrodes, as described elsewhere17).

The experiments were conducted during the non-
breeding season at the peri-equinox period, under a natural light-
dark cycle of  12:12. Periodic light and temperature measures 
were taken each 30 minutes: a) inside the water under the natural 
vegetation and b) outside the water (HOBO-MicroDAQ: UA-
002-08). Measurements range: Temperature: -20° to 70°C (-4° 
to 158°F); Light: 0 to 320,000 lux (0 to 30,000 lumens/ft2).

All research procedures complied with ASAP/ABS 
Guidelines for the Use of  Animals in

Research and were approved by the Institutional Ethical 
Committee (Comisión de Ética en el Uso de Animales, Instituto 
Clemente Estable, MEC, 008/11).

EOD-BR recordings in social context

EOD-BR was recorded during 72 hs from fish (n=6) 
placed in individual plastic nets with electrodes, under the natural 
vegetation, in their natural habitat. 30s recordings were made once 
an hour. Fish in these conditions are almost always detectable. 
As fish can move around while the electrodes in the plastic nets 
remain in a fixed position, the amplitude and waveform of  their 
EOD usually changes. The natural social context is preserved as 
plastic meshes are electrically transparent, enabling the perception 
of  conspecifics’ electric signals. Conspecifics in this setting might 
be freely moving fish or other enclosed fish placed nearby.

EOD-BR recordings in isolated animals

Fish (n=5) were placed in 50 L individual plastic tanks 
containing a shelter and equipped with a pair of  electrodes 
attached to its sides. Given the size of  the shelters, when 
recordings show stable EOD amplitudes, it can be reliably 
assumed that fish are still while sheltered and hence in a voluntary 
locomotor rest. EOD-BR was recorded for 30 seconds per hour 
during 24 h, only if  fish were sheltered and hence still. Fish in 
this condition are isolated from the influence of  conspecifics. 
Light and temperature were monitored as described earlier.
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Data processing and statistical analysis

The EOD was recorded through electrodes placed in 
the water, digitalized using standard computer soundcards and 
recorded with a custom developed Matlab (The MathWorks, 
Inc.) program which detects the moment of  EOD occurrence.

EOD-BR was calculated as the inverse of  the inter 
EOD intervals in the recordings and expressed in terms of  
the median ± MAD values. As fish differ in their individual 
EOD-BR an index (BRIn) was calculated to determine the 
increase between the EOD-BR measured an hour before 
sunset (BR-60) and the values measured at sunset (BRsunset), 
regardless absolute values for each fish. The global BRIn for 
the whole group was calculated as the median ± MAD value 
of  individual indexes.

BRIn = (BR-60-BRsunset)/BR-60
In order to normalize the effect of  water temperature on 

EOD-BR, values were corrected to a constant 20°C temperature by 
using the Q10 value of  1.5 as calculated for electric fish11. Q10 is a 
unitless quantity calculated as the factor by which the rate increases 
when the temperature (T) is raised by ten Celsius degrees.

Q10=EOD-BR*(T)/EOD-BR*(T+10)
Paired non-parametrical two-tailed Wilcoxon test was 

used for statistical analysis. Data are shown as median ± 
MAD.

We studied the differences in variability between day and 
night for all fish (social and isolated). Qualitative and quantitative 
analysis were performed to each set of  data by implementing an 
ad hoc routine in Matlab. We calculated variance, and coefficient 
of  variation according to the following equations:

Variance

  N x X1
1

i N

i

N
2 2

1

v = - -
=

Q V/

Coeficient of  variation

            CV
XN

v=

Poincaré diagrams were plotted as a means to obtain 
a qualitative analysis of  dispersion. Each observed value of  
a set of  data is plotted against the following, i.e. each EOD’s 
frequency value (BR) against the following (BR+1). These types 
of  diagrams are intimately related to the system’s variability 
and can be quantified. To mathematically characterize the 
information given by this diagram, an ellipse if  fitted to the 
graph and the longitudinal and perpendicular axes (SD1 and 
SD2) of  such ellipse are measured. The perpendicular (SD1) 
and longitudinal (SD2) radius of  this ellipse represent long 
and short term variability of  the system respectively. Poincaré 
diagrams were plotted separately for each individuals’ day and 
night values of  EOD-BR. Longitudinal and perpendicular axes 
were measured separately for each diagram giving a value for 
long term variability during night and day (SD1night, SD1day) and 
for short term variability during night and day (SD2night, SD2day).

RESULTS

The EOD-BR of  G. omarorurm consistently increases 
during the night in the natural habitat, with a mean EOD-BR 
12% higher at sunset than 60 min before (EOD-BrIn=0,12 ± 
0,05) (FBsunset vs FB-60; n=6; Wilcoxon test, p=0.02). Figure 1a 
shows the nocturnal increase EOD-BR for a single individual 
along the 72 hs recorded. This increase is paired with a decrease 
in variability as shown in the Poincare plot in 1b. Ellipses are 
fitted at the mean EOD-BR both for the night (29.3) and the 
day hours (27.1). Long and short term variability are measured 
by the longitudinal (SD1) and perpendicular (SD2) axes of  the 
ellipses. SD1 values are is lower during the night (SD1night vs 
SD1day, Wilcoxon n=6, p=0.02) and the same holds true for 
SD2 axes (SD2night vs SD2day, Wilcoxon n=6, p=0,05) as shown 
in figure 1c. Night and day variance was calculated in order to 
quantify variability. Variance is also significantly lower at night 
across the population (Wilcoxon n=6, p=0.02) (figure 1d).

When individuals are recorded in the natural habitat 
inside plastic tanks social context is removed, not affecting 
the nocturnal increase in EOD-BR. Animals in this group 
show a mean EOD-BR 17.5% higher at sunset than in the 
previous hour (EOD-BrIn=0,175 ± 0.09) (FBsunset vs FB-60; 
n=5; Wilcoxon test; p=0.04). Figure 2a shows the nocturnal 
increase EOD-BR for a single isolated individual along 24 hs. 
Poincare plots for isolated individuals show the aforementioned 
difference in EOD-BR, since the ellipse fitted to day values is 
centered at a lower (31.4) position that the ellipse fitted to the 
night values (34.1). Figure 1b shows an example individual. 
However, an analysis of  both axes of  the ellipses shows no 
difference in variability in these two conditions (figure 1c). 
Variance calculated for all the individuals shows no difference 
between day and night (figure 2d).

The EOD-BR variability decreases during the night 
exclusively in animals in social context. In order to compare 
this set of  data, which do not have the same mean, we 
calculated the coefficient of  variation. Figure 3 shows the 
variation coefficient for each condition both during the night 
and the day. In social animals the coefficient of  variation 
is significantly lower during the night than during the day 
(Wilcoxon, n=6, p=0.02). Moreover, variability during the 
night is significantly lower in social animals than in isolated 
animals (Mann-Whintney, p=0.04).

DISCUSSION
Natural behavior relays on a precise timing that 

allows synchronization among conspecifics and with the 
natural cycles of  the environment. Circadian clocks alone 
are not enough to sustain these adaptive rhythms and need 
to be successfully modulated by the environment and social 
context. In nature, the behavioral repertoire has a wider 
range3 and social interactions are a fundamental source of  
behavioral diversity. Social context exerts a synchronization 
effect on the dynamics of  the daily cycle of  electric behavior1. 
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Figure 1. Daily analysis of  the variability of  EOD-BR in social fish. A) EOD-BR of  a fish recorded in its natural habitat for 72 hs. Mean frequency values calculated for each 
hour swing daily with higher values at night (dark rectangles, sunset 7pm, sunrise 7 am). B) Poincaré plots for the day and night EOD-BR values of  a single fish, showing the higher 
dispersion of  daily values. C) Quantitative analysis of  Poincaré plots based on the comparison of  the longitudinal (SD1) and perpendicular (SD2) axes of  an ellipse fitted around 
the points of  the graphical representation shown in B. Variability in significantly lower during the night regardless the axis considered (SD1night vs SD1day, Wilcoxon n=6, p=0.02; 
SD2night vs SD2day, Wilcoxon n=6, p=0,05). D) Variance, a quantitative measure of  variability also shows the lower night time variability (Wilcoxon n=6, p=0.02).

Figure 2. Daily analysis of  the variability of  EOD-BR in isolated fish. A) EOD-BR of  a fish recorded in its natural habitat in isolation conditions for 24 hs. Mean frequency 
values calculated for each hour swing daily with higher values at night (dark rectangle, sunset 7pm, sunrise 7 am). B) Poincaré plots for the day and night EOD-BR values of  a 
single fish, showing the relative dispersion of  frequency values. C) Quantitative analysis of  Poincaré plots based on the comparison of  the longitudinal (SD1) and perpendicular 
(SD2) axes of  an ellipse fitted around the points of  the graphical representation shown in B. Variability is not significantly during the different phases of  the day regardless the 
axis considered. D) Variance, a quantitative measure of  variability also shows same variability during day and night.
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We show in this work that synchronization is paired by a 
reduction in variability which is particularly evident at night, 
when social interactions and exploratory activity tend to 
be more frequent9. At night, animals inhabit an enriched 
environment where information needs to be conveyed in a 
reliable and efficient way.

The EOD-BR of  G. omarorurm increases during the 
night in both social and isolated animals. This increase, which 
has also been reported for animals in laboratory conditions15, 
is sustained by a circadian rhythm of  nocturnal increase14. 
The nocturnal increase in EOD-BR in laboratory settings is 
milder and shorter lasting than the one recorded in nature, 
evidencing the enhancing effect exerted by this enriched natural 
context. Moreover, social interactions, even the ones occurring 
in laboratory settings, have been shown to potentiate the 
nocturnal increase in electric behavior on the related species 
Brachyhypopomus gauderio11.

A more detailed analysis of  electric behavior reflects 
further effects of  social context on its expression. When 
EOD-BR variability is assessed in a natural context there is 
a clear daily rhythm, with a significant nocturnal reduction 
in variability accompanying nocturnal increase in EOD-BR. 
However, when animals in the natural habitat are isolated from 
their conspecifics, time intervals between EODs became more 
variable regardless of  daytime. This finding adds new evidence 
to the claim for the importance of  taking into account 
different behavioral parameters for temporal analysis, as well 
as to establish the role of  the multiple different factors that 
play a relevant timing role in the natural habitat.

The EOD is a complex signal that carries information 
serving communicative and perceptual goals. Since the variability 
of  a signal correlates with its entropy18 or uncertainty, a greater 
regularity in nocturnal EOD-BR might be ensuring a more 
reliable scenario for electrocommunication and electroreception. 
Moreover, social context in other teleosts, as well as in mammals, 
has been shown to induce a reduction in variability and quantity 
of  locomotor and exploratory activity19, 20, suggesting a common 
effect of  conspecific presence on motivation for behavioral 
displays. Unpublished data from our group shows the same 
effect of  social context on locomotor activity, in the annual fish 
Austrolebias reicherti. Behavior, in order to provide an advantage 
for the species displaying it, needs to be adequately timed, a 
challenging task in a variable environment. However, the natural 
variability of  environmental clues and social context yields a 
coordinating and timing effect on behavioral displays, which, 
when expressed in nature, tend to be more organized and less 
variable giving rise to a more adaptive repertoire.
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ABSTRACT

The states of  sleep and wakefulness are critical physiological processes associated with different 
brain patterns of  activity. The intracranial electroencephalogram allows us to measure these 
changes, thus, it is a critical tool for its study. Recently, we showed that the electrocortical temporal 
complexity decreased from wakefulness to sleep. Nevertheless, the origin of  this complex activity 
remains a controversial topic due to the existence of  possible artifacts contaminating the brain 
signals. In this work, we showed that complexity decreases during sleep, independently of  the 
electrode configuration employed. This fact strongly suggests that the basis for the behavioral-state 
differences in complexity does not have an extracranial origin; i.e., generated from the brain.
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INTRODUCTION
The sleep-wake cycle is a critical physiological process 

and one of  the most preserved biological rhythms through 
evolution. It is composed by the states of  wakefulness (W), non-
rapid eye movement (NREM) sleep, and rapid eye movement 
(REM) sleep1. These states are associated with different 
dynamical patterns of  electric activity, which can be recorded 
accurately through the intracranial electroencephalogram, also 
known as electrocorticogram (ECoG).

In our previous work2, we found that the ECoGs’ 
temporal complexity decreased from wakefulness to sleep; 
i.e., the repertoire of  dynamical motifs was reduced when 
the animals fell asleep (Figure 1A, B and C). Interestingly, we 
observed this result in several cortical locations independent of  
its function (motor, olfactory, somatosensorial and visual), which 
suggested that the loss in temporal complexity was a global 
motif  developed in the passage from W to sleep. Nevertheless, 
whether this result originated because a genuine change in brain 
dynamics happened or was a consequence of  an artefactual 

measurement common to all recording electrodes, remained 
unanswered. It is important to consider this possibility because 
our previous recordings2 employed a common reference in the 
cerebellum, which is in close proximity to the neck muscles and 
could be contaminated by the muscular activity.

In order to discard this possibility, we re-referenced 
our data to obtain bipolar recordings, and then we measured 
their temporal complexity employing the same method as our 
previous work. Therefore, this approach removes the influence 
of  the reference electrode and all common signals from our 
ECoGs, allowing us to investigate whether our previous results 
arise from a common background noise or were truly reflecting 
a global neural pattern which shifted from W to sleep.

MATERIAL AND METHODS
In this report, we re-analyzed our previous data, therefore, 

the methods will be explained briefly and should be consulted 
in2 for a detailed description. We employed 12 Wistar adult rats 
maintained in a 12h light/dark cycle. All experimental procedures 

Figure 1. The ECoGs temporal complexity is independent of  the electrode configuration. A Electrode localization in the rats cortex. The primary motor (M1; r and l, right 
and left) and right somatosensory (S1) cortex are shown together with the reference electrode placed above the cerebellum. B The hypnogram (top) from a representative animal 
is plotted simultaneously with the permutation entropy (bottom) from the M1r cortex as a function of  time. C Scatter plots showing the time-average permutation entropy for 
each animal (12 rats) in each sleep state, blue W, green NREM and red REM. D The same scatter plots are now shown obtained from the bipolar configuration, interhemispheric 
(M1r-M1l) and intrahemispheric (M1r-S1r). E Permutation entropy decreases through sleep in all the bipolar configurations studied. Each dot depicts a bipolar electrode in each 
sleep and wake state (averaged from all the animals). 7 bipolars are plotted:  M1r-M1l, M1r-S1r, M1l-S1l, S1r-S1l, S1r-V2r, S1l-V2l, V2r-V2l.
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were conducted in agreement with the National Animal Care 
Law (No. 18611) and with the “Guide to the care and use of  
laboratory animals” (8th edition, National Academy Press, 
Washington DC, 2010). Furthermore, the Institutional Animal 
Care Committee (Comisión de Ética en el Uso de Animales) 
approved the experiments (Exp. No 070153-000332-16).

The animals were chronically implanted with electrodes to 
monitor the states of  sleep and W. To record the ECoG, stainless 
steel screw electrodes were placed on the skull above motor 
(bilateral), somatosensory (bilateral), visual cortices (bilateral), 
the right olfactory bulb, and cerebellum, which was the reference 
electrode (see Fig. 1a and Table 2 in González et al. 2019). A neck 
bipolar electrode was employed to record the EMG. Experimental 
sessions were conducted during the light period, between 10 AM 
and 4 PM in a sound-attenuated chamber with Faraday shield. The 
recordings were performed through a rotating connector, to allow 
the rats to move freely within the recording box. Polysomnographic 
data were amplified x1000, acquired and stored in a computer using 
Dasy Lab Software employing 1024 as a sampling frequency and a 
16 bits AD converter. The states of  sleep and W were determined in 
10 s epochs. W was defined as low voltage fast waves in the motor 
cortex, a strong theta rhythm (4-7 Hz) in the visual cortices, and 
relatively high EMG activity. NREM sleep was determined by the 
presence of  high voltage slow cortical waves together with sleep 
spindles in motor, somatosensory, and visual cortices associated 
with a reduced EMG amplitude; while REM sleep as low voltage 
fast frontal waves, a regular theta rhythm in the visual cortex, and 
a silent EMG except for occasional twitches. An additional visual 
scoring was performed to discard artifacts and transitional states.

To assess the ECoGs temporal complexity, we employed 
the measure known as Permutation Entropy, which has been 
employed widely3–7. This metric is robust to noise and it is 
computationally efficient. The permutation entropy is calculated 
as follows: we encoded the ECoGs time-series into  ordinal 
patterns (OPs) by dividing the time-series into sequences of  
non-overlapping vectors (each containing 3 time stamps), and 

classifying them according to the relative magnitude of  its 
elements. This transforms the graded ECoG time-series into a 
symbolic one, which can only contain up to six symbols maximum 
(factorial of  the number of  elements in a vector). Each symbol 
then represents a dynamical motif  found in the ECoGs.

We note that small noise fluctuations are always introduced 
into the time-series in order to remove degeneracies; i.e., avoid the 
cases where, for example x(t) = x(t+1). After the symbolic time-
series is obtained, the permutation entropy is calculated applying 
the Shannon Entropy8 (SE = −∑p(α) log[p(α)]) to the probability 
distribution. Where p(α) is the probability (relative frequency 
of  alpha in the symbolic time-series) of  the α symbol. For the 
statistical analysis, we employed the repeated measures ANOVA 
and set p<0.05 to be considered significant.

RESULTS
In order to discard the contribution of  extracranial noise 

to the complexity decrease during sleep, we generated bipolar 
recordings by subtracting two active electrodes. As our original data 
came as a differential recording to a common reference, the bipolar 
configuration eliminates the contribution of  this electrode9–11, in our 
case, the cerebellum. This is especially important because of  the close 
proximity between our reference electrode and the neck muscles.

Figure 1D shows the results we obtained employing two 
anatomically relevant configurations: one an interhemispheric 
(M1r - M1l) and the other an intrahemispheric (M1r - S1r) 
combination. When we analyzed this new data, we found that 
the temporal complexity still decreased from W to NREM sleep 
and reached its lowest values during REM sleep. Furthermore, 
this result was observed in all the bipolar recordings analyzed 
(Figure 1D), irrespective of  being inter or intrahemispheric 
combinations; notice that the complexity decrease during 
sleep is seen in every bipolar configuration employed (Figure 
1E). When we investigated the origin of  this complex activity, 
we found that the predominant temporal patterns were the 
monotonically increasing or decreasing ones (Figure 2A). 

Figure 2. The dynamical characteristics of  the ECoGs are preserved in the bipolar configuration . A Ordinal pattern probability distribution 
from the interhemispheric combination (M1r-M1l). The shaded area depicts the 95 percent confidence interval of  the mean. The color code employed 
is the same as in panel B. B Average power spectral density (12 animals) during wakefulness and sleep, for the M1r-M1l bipolar configuration. The 
shaded areas depict the mean +/- the standard error.
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This happened during W and was further overexpressed during 
sleep. It is worth noting that the frequency distribution of  the 
bipolar ECoGs showed a power-law distribution which was 
steepened during the sleep states (Fig.2B), similar to our previous 
result found in monopolar electrodes (see Figure 2.B in (2)).

DISCUSSION
In the present study, we show that the loss in temporal 

complexity during sleep is not a consequence of  a common noise 
entering through our reference electrode. This was evidenced 
by generating bipolar recordings, thus severely reducing the 
background noise common to all ECoG electrodes9–12. This is 
particularly relevant because our reference electrode was closely 
located to the neck muscles and thus could be contaminated by 
the changes in muscle tone during sleep. In contrast, all bipolar 
recordings showed a significant complexity decrease as sleep 
progressed and reached its lowest values during REM. This 
means that our initial findings were independent on the electrode 
configuration employed (bipolar vs monopolar), and are less 
likely to simply reflect the changes in muscle activity during the 
sleep-wake cycle. Furthermore, the bipolar recordings retained 
a similar frequency and ordinal pattern distribution to what we 
had observed by the monopolar configuration, implying that 
these new changes in complexity arise from the same dynamic 
profile as in the monopolar case. Taken together, our results 
confirm that the electrocortical temporal complexity decreases 
from W to sleep, and this fact is not a consequence of  a muscle 
artifact recorded through the reference electrode.
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ABSTRACT

The interaction of  the maternal and fetal circadian systems is recognized as a crucial crosstalk for 
fetal development, which may be a key factor determining fitting health in adulthood. Unfortunately, 
in our modern societies the relevance of  regular light/dark cycles has been dangerously disregarded, 
generating a disarray of  the internal temporal order of  circadian physiological functions (i.e. 
chronodisruption). In fact, it is well established that gestational circadian misalignment negatively 
affects gestation progression; probably through alteration of  maternal melatonin transfer to 
the fetus, given that melatonin is inhibited by light at night, therefore depriving the fetus of  a 
maternal light/dark signal. Mounting evidence supports that the intermittent circadian rhythm 
of  melatonin induced by gestational chronodisruption provides an anomalous adaptive frame to 
the fetus, programming abnormal metabolic function in the adult. Indeed, adult male offspring 
gestated under chronodisruption displays a circadian disarray and several metabolic abnormalities, 
like increased body weight and adipose tissue mass, together with abnormal responses to glucose 
and insulin; suggestive of  white adipose tissue dysfunction. Thus, gestational chronodisruption is 
akin to other human and animal models of  Developmental Origin of  Health and Disease.
In the current review we will discuss the role played by maternal circadian rhythms in fetal 
development and the impact of  fetal-maternal desynchronization on offspring’s health and disease; 
with special focus on metabolic disorders and the role played by adipose tissue in the metabolic 
unbalance induced by chronodisruption.
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INTRODUCTION

The World Health Organization defines obesity as a 
condition in which body mass index is equal to or greater than 
301. It is one of  the leading public health issues in the whole 
world, with the incidence of  obesity being duplicated from 
1980, and more than 200 million men and nearly 300 million 
women were classified as obese in 20081. In addition, obesity 
is strongly associated with many concomitant diseases, such as 
type 2 diabetes, insulin resistance, hypertension, cardiovascular 
disease and some types of  cancer2,3. The direct economic cost 
linked to obesity in USA is between 0.7% and 2.8% of  the 
total health expenditure in the country, with medical costs 30% 
higher in obese individuals compared to those with a healthy 
weight4. In Chile, according to the National Health Survey 2016-
175, there are 39.8% overweight and 31.2% obese adults, which 
is on an upward trend compared to the National Health Survey 
conducted in 2006 (39.3% and 25.1% respectively) and 2003 
(37.8% and 23.2% respectively)6. Obesity is clinically observed 
as an abnormal and excessive accumulation of  adipose tissue, 
linked to a state of  chronic low-grade inflammation7.

Current strategies to treat or prevent overweight and 
obesity, with their related complications, are focused on managing 
postnatal lifestyles; exercise, balanced sugar consumption and 
healthy diet. These interventions, although individually seem to 
be effective, have questionable success as public health measures, 
so it is not surprising that in industrialized countries there is a 
steady increase in obesity rates8. This leads to the exploration 
of  new strategies for prevention and management of  obesity, 
focusing on the etiology.

There is strong evidence supporting that gestational 
chronodisruption has negative effects on the offspring, as 
reported by us and others in animal models9–16. Thus, gestational 
chronodisruption is akin other human and animal models of  
Developmental Origen of  Health and Disease (DOHaD) 17–21. 
In the current review we will discuss the role played by maternal 
circadian rhythms on fetal development, and the impact of  fetal-
maternal desynchronization on offspring’s health and disease; with 
special focus on metabolic disorders and the role played by adipose 
tissue in the metabolic unbalance induced by chronodisruption.

Adipose tissue, a white and brown balance

White adipose tissue (WAT) is the main responsible for 
energy storage as triglycerides and plays an important endocrine 
function through secretion of  hormones and pro-inflammatory 
cytokines, while the accumulation of  WAT is directly related 
to obesity onset. White adipocytes are spherical cells of  highly 
variable size, which is determined by a single lipid droplet 
pushing the nucleus towards the cell membrane and occupying 
about 90% of  the cell volume, while the mitochondria are thin 
and elongated22. In mammals, there are different WAT depots 
distributed throughout the whole body, and the accumulation/
pathogenicity varies depending on each depot. The most harmful 
is the accumulation of  abdominal subcutaneous adipose tissue, 
while some visceral depots even act as protective factors23. 

Besides its role in energy storage, WAT is also an active secretory 
organ producing many molecules termed adipokines. Adipokines 
participate in the modulation of  glucose and lipid homeostasis 
via central effects of  leptin. Furthermore, adipokines include 
proinflammatory factors and chemokines, which are increased 
in obesity. Although obesity has been associated with increased 
accumulation of  macrophages within fat mass and WAT in rodents, 
it remains unclear how the crosstalk between macrophages and 
white adipocytes triggers dysfunction of  these cells in metabolic 
disorders. Recently, it has been demonstrated that metabolic 
syndrome and chronodisruption are linked by early onset of  low-
grade inflammation24. Chronic low-grade inflammatory state is a 
pathological feature of  a wide range of  chronic conditions, such as 
the metabolic syndrome, type 2 diabetes mellitus and cardiovascular 
disease25. Interestingly, adipose tissue hypertrophy is associated with 
immune cell infiltration, in particular that of  macrophages and T 
cells, and a local proinflammatory milieu wherein key cytokines 
including TNF-α, IL-6, IL-1β IL-10 and C reactive protein (CRP), 
associated with insulin resistance26 (Figure 1).

Figure 1. The multiple endocrine functions of  white adipose tissue (WAT). The 
WAT functions include adipokine synthesis and secretion, lipid uptake, storage 
and synthesis, glucose homeostasis and inflammation status. Leptin, resistin and 
adiponectin are named adipokines, because are only synthetized and released by 
adipocytes. Abbreviations: CRP, C-reactive protein; IL, interleukin; TNF, tumor 
necrosis factor; CCL, CC-chemokine ligand; CXCL, C-X-C motif  chemokine ligand.
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On the other hand, brown adipose tissue (BAT) 
is structurally composed by brown adipocytes, which 
are polyhedral cells with multiple lipid droplets of  small 
size (compared to white adipocytes), and have numerous 
mitochondria, large and spherical. The vascularization of  BAT 
is higher than WAT, which together with the great density of  
mitochondria gives it the characteristic brown color27. The 
only known function of  BAT is the dissipation of  energy as 
heat, which is produced from triglycerides stored in brown 
adipocytes, a physiological process called thermogenesis28,29.

Until 15 years ago, BAT was considered to disappear 
after birth, since it generates a great thermogenic activity to 
protect the human newborn from hypothermia. Therefore, 
for a long time BAT seemed an unimportant organ for adult 
metabolism. But the recent discovery of  active depots of  
BAT in adults by positron emission tomography/computed 
tomography (PET/CT)30 has renewed the interest in the 
potential relevance of  this tissue for adult metabolism. 
Through these studies, anatomical locations have been 
determined mainly in the interscapular and cervical-
supraclavicular region, observed throughout all age ranges in 
humans31 and rodents32.

BAT activation (thermogenesis) is mainly regulated by the 
stimulation of  noradrenaline, which activates the signaling of  β3-
Adrenoceptors located in the plasma membrane of  mature brown 
adipocytes (Figure 2). The activation of  this receptor increases 
the cytoplasmic levels of  cAMP, which activates protein kinase A, 
which in turn phosphorylates the enzyme hormone-sensitive lipase 
(HSL) and perilipin. HSL induces the lipolysis of  triglycerides in 
fatty acids (essential substrate for thermogenesis) and glycerol, 
which can be measured as an indirect marker of  lipolysis33. 

On the other hand, perilipin protects these triglycerides located 
in lipid drops from the adipocyte activity of  HSL, and upon 
phosphorylation, it is dissociated from these triglycerides, leaving 
them exposed. Therefore, lipolysis induced by noradrenaline 
is essential for thermogenesis; while any mechanism inducing 
lipolysis in brown adipocytes leads to thermogenesis; conversely, 
thermogenesis does not occur if  lipolysis is inhibited22.

Because of  lipolysis, most of  the fatty acids remain in the 
cytosol, coupled to binding proteins such as A-FABP (adipocyte 
form of  the fatty acid-binding protein) or H-FABP (heart form 
of  the fatty acid-binding protein). Whereas a lower fraction of  
fatty acids is transported to the peroxisome, most are transported 
to mitochondria, which are abundant in brown adipocytes. 
In this cell compartment fatty acids are β-oxidized, releasing 
acetyl-CoA and entering the citric acid cycle. As in other 
mitochondria of  any cell type, electrons flux released through 
the respiratory chain results in proton pumping from the 
mitochondrial matrix, establishing a membrane potential 
that results in the production of  ATP. Interestingly, brown 
adipocytes are the distinctive cell type possessing UCP1 
(uncoupling protein 1), which uncouples the respiratory chain 
and returns the protons to the mitochondrial matrix, generating 
large amounts of  energy that is released as heat (thermogenesis). 

Figure 2. Schematic representation of  thermogenesis mechanism in a brown 
adipocyte. Stimulation of  β3-adrenergic receptors by norepinephrine from the 
nerves of  the sympathetic nervous system triggers an intracellular signaling pathway 
that breaks the lipid droplets in the adipocyte (lipolysis) by phosphorylation of  the 
hormone-sensitive lipase (HSL), and mobilizes the fatty acids (FFA) released into 
the mitochondria These triglycerides are β-oxidized (β-ox), releasing acetyl-CoA 
that enters the citric acid cycle (CAC). The mitochondria of  the brown adipocytes 
are unique by expressing the uncoupling protein 1 (UCP1) in the inner membrane, 
which allows the respiratory chain to be uncoupled, pumping back the protons of  the 
intermembrane space. This nonsense process generates heat (thermogenesis).

Figure 3. A hypothetical schematic representation of  fetal programming in adult adipose 
tissue induced by gestational chronodisruption. Exposure of  a pregnant mother to light 
at night commands her suprachiasmatic nucleus (SCN), through the retinohypothalamic 
tract (RHT), to inhibit the production of  melatonin in the pineal gland. Since the fetus is 
unable to produce its own melatonin and fetal SCN is not functional, it cannot entrain 
fetal peripheral clocks. Whereas the mechanisms are not clear, peripheral tissues modify 
and remodel their growth pattern in order to allow the development of  vital organs such 
as the brain, a tradeoff  know as intrauterine growth restriction (IUGR). As a consequence, 
there is a higher risk of  obesity at adulthood due to adipose tissue programming.
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This senseless use of  stored fatty acids seems to be beneficial 
in the control of  obesity, as BAT can dissipate excess of  energy 
as heat34. Indeed, obesity is characterized by an increased white/
brown adipose tissue ratio compared to lean subjects, while the 
increase of  BAT activity is positively associated with whole-
body energy expenditure35,36.

Adipose tissue development

Compared to WAT, development of  BAT begins early 
(by mid-gestation) and it persists throughout life in a continuous 
process37. Although both tissues are fatty tissues, the origin of  
WAT and BAT are completely different.

White adipocytes are originated from adipocyte 
precursors (or pre-adipocytes), which derive from mesenchymal 
stem cells (MSCs) and differentiate into mature and functional 
adipocytes38. The development of  human fetal adipose tissue was 
schematically divided into 5 morphogenic phases (Poissonnet 
et al., 1983) that occur between weeks 14 and 23 of  gestation: 
(A) the emergence of  loose connective tissue, (B) appearance 
of  aggregates of  mesenchymal cells surrounding proliferating 
vessels, (C) mesenchymal cells differentiating into pre-adipocytes, 
(D) appearance of  lipid droplets in the adipocyte cytoplasm 
surrounding capillaries, and (E) lobes of  adipose tissue with 
clearly differentiated adipocytes. This process is guided by the 
expression of  various transcription factors, highlighting the 
PPRγ (peroxisome proliferator-activated receptor-γ); PPRδ; C/
EBPα,β,γ (CCAAT/enhancer-binding proteins) and SREBP1 
(sterol regulatory element-binding protein 1), in addition to the 
expression of  specific enzymes that metabolize lipids, such as 
FAS39–42.

In contrast, brown adipocytes share a common origin 
with muscle cells. Since both cell types are specialized in lipid 
catabolism but not in their storage, both are innervated by 
the sympathetic nervous system, contain a high density of  
mitochondria, and participate in thermogenesis43. In rats, 
brown pre-adipocytes are derived from mesenchymal cells. 
These precursors are organized into lobes separated by septa 
of  connective tissue, which begin to accumulate lipids and 
display an unilocular shape very similar to white adipocytes. 
Later, these cells accumulating a higher amount of  lipids take 
on their characteristic multilocular morphology. In rats, BAT 
can be observed from 15 to 17 days of  gestation and continue 
to develop throughout whole life44. In humans, brown adipose 
tissue can be observed from gestational week 23 in the cervical, 
thoracic and peripheral areas to abdominal viscera45.

Is chronodisruption a critical risk factor for obesity?

Almost all our physiological, metabolic, endocrine and 
behavioral processes are influenced by internal, daily and recurrent 
rhythms -named circadian rhythms- that represent an adaptation to 
the day/night cycle. However, over the last century, disorganized 
and even constant artificial light schedules have become a 
dominant feature in or modern industrial and technological society. 

This is very different from the natural light conditions to which 
humans have been exposed throughout most humankind 
evolution, which were governed almost exclusively by the 24-hour 
oscillations of  day and night. This artificial condition has been 
named “chronodisruption”, which leads to a significant alteration 
of  the temporal organization of  endocrinology, physiology, 
metabolism and behavior46,47. In other words, exposure to 
artificial light at night disorganizes our internal biological clocks, 
with consequences that we are just beginning to know.

Shift work schedule is one of  the most frequent ways 
of  exposure to chronodisruption. In 2006 there were 931 
articles indexed in PubMed for the term “shift work”48, while in 
2020, 3930 articles were published. This significant number of  
scientific publications, both epidemiological and basic research, 
allow us to asseverate that the alteration of  the circadian 
system -which occurs, for example, in work under rotating shift 
schedules-contributes to the development of  several pathologies 
associated with modern life, including obesity49.

To understand why this happens, we must delve into 
the circadian system that regulates our internal clocks, that are 
susceptible to desynchronization by chronodisruption. There 
are different external signals that entrain (synchronize) the 
biological clocks that regulate the periodicity of  the circadian 
system, for example; food intake, social cues, etc. The most 
important external signal in mammals is the light perceived by 
the retina, which signals to the hypothalamic suprachiasmatic 
nucleus (SNC) in the anterior hypothalamus through the optic 
nerve carries. In turn, the SCN regulates different peripheral 
clocks in practically all the organs of  the body, giving rise to 
temporal cues synchronizing the rhythms of  diverse biological 
functions throughout the body. The SNC projects neurons to 
the paraventricular nucleus, which projects neurons to the lateral 
intermediate nucleus of  the spinal cord (thoracic portion) and, 
through the superior cervical ganglion, communicates with the 
pineal gland that secretes the hormone melatonin. Melatonin is 
secreted with a characteristic circadian pattern, with high levels 
during the night while almost depleted levels during daylight 
hours; being an important transducer of  the light / dark cycle 
from the brain to the rest of  the whole organism50.

Biological rhythms appear very early in development. 
Studies in humans, non-human primates, and sheep have 
shown that there are 24-hour circadian rhythms in fetal 
heartbeat, respiratory movements, and hormones release. 
However, the fetal and adult circadian systems are different; 
in the fetus, the SNC is not functional and its pineal gland 
does not secrete melatonin. However, a circulating fetal 
melatonin rhythm has been well described, secondary to 
circulating maternal melatonin crossing the placental barrier 
and synchronizing peripheral clocks in the developing fetus51. 
The maternal-fetal relationship of  the circadian system not only 
has the function of  being a replacement while the fetal SCN 
develops, but also fulfills the important function of  entraining 
the circadian system of  the fetus for an adequate transition 
to the environmental conditions that he will face at birth. 
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Furthermore, sheep studies carried out by our group have shown 
that melatonin directly inhibits the noradrenaline response 
in brown adipose tissue52. It must be kept in mind that the 
thermogenic activity would become effective only at birth, when 
the fetus is transferred from a stable intrauterine temperature 
to extrauterine variable environmental temperature, coinciding 
with loss of  the rhythmic maternal melatonin stimuli. Hence, 
the abrupt suppression of  maternal melatonin signaling at birth 
alters the regulation of  fetal biological rhythms and physiology, 
which might have important consequences at this life stage.

Chronodisruption is an emergent risk factor for adipose 
tissue dysfunction and therefore obesity. In humans, shift work 
increases 1.3 to 1.5 times the risk of  being obese53,54, which is 
directly correlated with the length of  the rotating shift work 
schedule55. Analysis of  global gene expression in adipose tissue 
has shown presence of  robust 24-hour circadian rhythms. This 
gene expression rhythmicity is correlated with SNC intrinsic 
rhythms, indicating an inbuilt activity of  the adipose tissue as 
a peripheral clock56,57. Moreover, mutant mice in which SCN 
rhythmicity was blunted showed a desynchronization in the 
expression of  clock genes in epididymal tissue, demonstrating 
its strong dependence on the SCN as a master pacemaker58.

Microarray analysis suggests that more than 20% of  
the transcriptome in mouse adipose tissue is expressed under a 
circadian rhythmic pattern, while the genes displaying stronger 
differential expression are involved in metabolic pathways56,59. 
Other authors reported similar results using microarray of  
subcutaneous human white adipose tissue60,61. The rhythmicity 
in human WAT explants was confirmed by Gómez-Santos et al. 
in 200962, who removed visceral and subcutaneous WAT from 
obese subjects and analyzed them every 6 hours for 24 hours, 
obtaining results consistent with the rhythms observed in other 
organs which act as peripheral clocks.

Then, adipose tissue is an organ that works rhythmically, 
synchronized by light/dark cycles, and therefore susceptible to 
being altered by chronodisruption. Epidemiological evidence of  
this statement has an origin in the 50s, when the direct association 
between nighttime food intake and obesity was reported63. 
Subsequently, several investigations confirmed the direct 
association between feeding schedules and the risk of  weight gain 
in humans and animal models64–67. Studies conducted between the 
80s and 90s showed that glucose and insulin metabolism have a 
24-hour rhythm in healthy people, as well as in people with 
diabetes mellitus68–70. On the other hand, sleep deprivation was 
found to increase serum glucose levels and insulin secretion in 
healthy patients71. Moreover, studies in animal models have 
shown circadian oscillations in mRNA levels that encode for 
important adipogenic regulators, such as PPARα, SREBP1 and 
NR1D172–75. Regarding these investigations, endocrine studies in 
healthy people have determined that serum levels of  the enzyme 
lipoprotein lipase (secreted by adipocytes) and adipokines -such as 
leptin and adiponectin- display 24-hour circadian oscillations76–81. 
Furthermore, a growing amount of  scientific evidence shows 
that obesity can attenuate the amplitude and change the phase of  
circadian measurements in adipose tissue function82–84.

Adipose tissue can be programmed by maternal 
chronodisruption

Several epidemiological and experimental studies support 
the early origin of  adult diseases due to adverse environmental 
conditions that occurred during fetal life. Gestational nutrition 
restriction85, stress86, exposure to drugs for medical or recreational 
use87, and chronodisruption9,11–13,47, have been linked to adverse 
effects on health at adulthood.

This concept, named “fetal programming,” was proposed 
by David Barker in the 1980s, particularly with nutrient restriction 
as an insult during early life. In his studies, he observed that a 
phenotype of  cardiovascular disease is programmed in adulthood, 
and the consequent premature death in response to a pregnancy 
carried out with nutrient restriction88. Fetal programming has 
been proposed as an adaptive response to an adverse fetal 
environment, to protect the growth of  key organs -such as the 
brain, for example- in detriment of  others -such as adipose 
tissue- resulting in impaired postnatal metabolism. These studies 
were the starting point for several clinical, epidemiological and 
animal studies throughout the world that supported the concept 
of  fetal programming as the origin of  numerous adult diseases, 
such as obesity, insulin resistance, type 2 diabetes, cardiovascular 
diseases89–92 or intrauterine growth restriction (IUGR)93.

Early studies showed that exposure to poor nutrition before 
delivery alters development of  adipocytes in utero, resulting in a 
permanent increase in the ability to form new adipocytes in adipose 
tissue depots, and increase lipid storage in existing adipocytes94. 
Numerous conditions during pregnancy associated with obesity in 
adult offspring in humans and rodents have been described, such as 
caloric restriction95,96, maternal obesity and type 2 diabetes97.

When men over 65 years old were studied, 30% of  
those who were born with ≤ 2.95 kg had metabolic syndrome, 
in contrast to 6% of  those born with ≥ 4.31 kg98. Besides, it 
has been observed that children born with low weight, and who 
quickly gain the weight considered adequate, have a higher risk 
of  obesity, insulin resistance and hypertension in adulthood98,99. 
There are several lines of  evidence  linking this association of  low 
weight at birth with the onset of  central obesity in adulthood100–102, 
insulin resistance103,104 and metabolic syndrome105,106.

A recent observation by our group, indicated that 
maternal chronodisruption throughout pregnancy induces 
intrauterine growth restriction in the fetus at gestational day 18, 
and increases the body weight of  newborns9,13. Similar results 
were found when maternal melatonin of  pregnant Wistar rats 
was suppressed by pinealectomy107. As mentioned previously, 
adipose tissue is the main component of  weight gain. In 
addition, we know that maternal melatonin during pregnancy 
may also play an important role in the development of  brown 
adipose tissue and the thermoregulation of  the newborn. 
Newborns of  Capuchin monkeys from mothers chronically 
exposed to constant light during pregnancy (treatment that 
suppresses maternal melatonin) had lower body temperature. 
This was normalized in newborns whose mothers also exposed 
to constant light received a daily dose of  melatonin108.
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A series of  cases reported by Nahme et al. in 2019109 
suggests that these findings can be extrapolated to human 
health. These authors, for the first time, observed a direct 
relationship between misalignment of  the melatonin rhythm 
during pregnancy, and gestational problems together with a 
low Apgar score in the newborns from these mothers. While 
we must be careful to overinterpret a series of  cases, there 
are already many studies suggesting an increased risk of  
adverse pregnancy outcomes secondary to maternal shift work 
throughout pregnancy110, and in their offspring111,112.

CONCLUDING PERSPECTIVES
WAT and BAT play key roles in both, metabolic regulation 

and obesogenic processes. Surprisingly, there is still limited data 
accounting for fetal programming of  adult disease where these 
highly specialized tissues may be considered as targets of  adverse 
prenatal conditions, such as gestational chronodisruption. 
During the last century, this environmental challenge has turned 
into a main disruptor of  normal physiological balance impinging 
on the large share of  the worldwide working force submitted to 
night shift schedules, including several million pregnant women.

In this context, further research of  WAT and BAT is 
needed to fully unveil the role of  rhythmic maternal melatonin 
transfer to the fetus, chronic low-grade inflammation, 
circadian and endocrine overt disruption, changes of  normal 
developmental trajectory, functional genomics and epigenomics, 
among other tissue-specific features. Such an integrative 
approach would address the actual impact of  gestational 
chronodisruption as a prime candidate affecting fetal WAT and 
BAT physiology and therefore triggering adult obesity.
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Life on Earth is subject to the influence of  several 
regular natural cycles, most notably astronomical and geophysical 
ones. Synchronization of  internally generated rhythms by 
environmental cues has conferred a great selective advantage on 
living organisms in our cyclic environment.

Among the endogenous biological rhythms, the best 
known are the circadian rhythms, called in this way (from the 
latin circa+diem) because they have a period of  “about a day” 
(period of  the Earth’s day = 24h). The persistence of  rhythms, 
with a period close to 24h under constant darkness (DD) was 
the central evidence that triggered the study of  these rhythms. 
The structures responsible for the generation and regulation of  
endogenous circadian rhythms are called circadian oscillators1 
and, in mammals, they are anatomically located in the 
suprachiasmatic nuclei (SCN) of  the hypothalamus2. Circadian 
oscillators are synchronizable by environmental cycles called 
Zeitgebers. Zeitgebers’ signals are able to induce adjustments in 
the dynamics of  the oscillator thus attuning their timing in a 
process called entrainment.

Among the many rhythms that organisms can express 
in a circadian manner, the activity/rest rhythm is especially 
interesting because the temporal niche, associated with the daily 
light/dark (LD) cycle, allocates a set of  behaviors in time thus 
optimizing energy expenditure and, essentially, the chance of  
individual survival and continuity of  the lineage. Being active 
at a particular phase of  day or night has enormous ecological 
significance, and it is through this timing system that organisms 
can anticipate various cyclical environmental challenges3,4. 

Under isolated conditions, some properties of  self-
sustained endogenous rhythms can be better studied, one of  
the most important being the period of  oscillation (τ) in the 
absence of  Zeitgebers. Biological rhythms with periods other than 
24h are known as ultradian when their period is shorter than a 
day’s duration (τ<24h), and infradian in the case of  rhythms 
with a period longer than one day (τ>24h), as is the case with 
the circalunar and circannual rhythms. The latter display τ close 
to a year and is often synchronized by environmental cycles with 
periods of  1 year.

Despite the great reliability of  the daily natural light/
dark cycle generated by the Earth’s rotational motion around 
its axis, the ratio between the duration of  the two phases of  
this cycle (photophase - light phase, i.e. “day” and scotophase - 
dark phase, i.e. “night”) is not the same all year round. The ratio 
between photophase and scotophase of  the daily cycle is called 
photoperiod. 

The annual variation in the photoperiod is caused by a 
tilt of  about 23.5° - also known as obliquity - in Earth’s rotation 
axis (period = 24h) from the plane in which it orbits the Sun 
(period = 1 year). Given this tilt, the planet receives uneven 
solar radiation and as the planet keeps orbiting the Sun, the side 
that is tilted towards the sun changes regularly: At the solstices, 
the hemisphere that is tilted towards the Sun enters summer 
and presents a longer photophase and shorter scotophase 
(“long days”), and the opposite hemisphere enters winter, with 
shorter photophase and longer scotophase (“short days”). 

This is followed by an equinox in which photophase and scotophase 
have a similar duration (fall and spring) and then another solstice 
switches the hemisphere tilted towards the Sun.

Several annual biological rhythms have been studied 
and these events are related to adopting a temporal strategy 
to overcome an environmental challenge imposed by seasons. 
These strategies are usually divided into 3 categories5:

(i) Dormancy in which the organism physiologically 
regulates a state of  metabolic depression, as in 
the case of  estivation (quite common avoiding 
high temperatures and desiccation in summer, 
especially in equatorial and tropical areas), 
hibernation (during winter in temperate and polar 
zones) and diapause; 

(ii) Seasonal polyphenism refers to the programmed 
change in morphological phenotype to a more 
suitable form for a given season, as in the case of  
changing the color and thickness of  the layer of  
fur or feathers;

(iii) Migration, which involves spatial dislocation. 
Instead of  adjusting physiology and morphology 
while remaining in their habitat, populations move 
annually to specific areas with proper climatic 
conditions and improved food availability.

Whatever the strategy adopted to overcome seasonal 
environmental challenges, radical changes in metabolism, behavior 
and a considerable amount of  energy are required, therefore, a 
series of  preparatory actions need to be taken in anticipation of  
the occurrence of  these phenomena. Additionally, reproduction 
is usually also associated with a specific phase of  the year, thus 
increasing the need for efficient timing between all these events6.

Just as the daily LD cycle synchronizes most of  circadian 
rhythms, the annual variation of  the photoperiod is currently 
viewed as the most important synchronizer for several annual 
rhythms7. The photoperiodic cue is involved in preparations 
that trigger some annual phenomena, and many authors call it 
a “proximate factor” - i.e., the cue is transduced and initiates 
preparations for changes (e.g. pre-migratory hyperphagia), but 
not necessarily triggers the strategy (e.g. migration) by itself.

The role of  photoperiod as an annual Zeitgeber 
found experimental evidence when Gwinner8 demonstrated 
synchronized circannual rhythms synchronized to “annual” 
photoperiods with periods other than 12 months. To some 
extent, this is equivalent to the synchronization of  individuals to 
LD cycles with periods other than 24 hours in the circadian scale.

Back to the daily scale, some properties of  an animal’s 
daily activity/rest rhythm are closely associated with a specific 
phase of  the LD cycle, for example, the activity onset. Wildlife 
monitoring studies in bears have shown, for instance, that the 
onset of  daily activity already occurs before being exposed 
to dawn light, indicating that before daily light exposure, 
there is physiological and behavioral anticipation conferred 
by internal rhythms synchronized by environmental cycles9. 
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Importantly the activity onset followed the changes in photoperiod 
all year long, delaying or advancing its timing accordingly, to later or 
earlier times of  dawn in winter and summer, respectively. Studies 
on captive brown bears10 exposed to controlled photoperiod 
changes showed that daily activity is highly modifiable by food 
availability and photoperiod in a “stereotypical seasonal fashion”, 
especially at some phases of  the year.

In nature, as shown by Daan and Aschoff11 with daily 
activity monitoring on captive birds and rodents under natural 
photoperiodic changes, there is variation in the onset phase, and 
also in activity duration (α) of  the daily activity/rest cycle of  
various species throughout the year. The annual activity pattern 
and its degree of  change are strongly associated with the annual 
variation of  the photoperiod (being more marked the greater 
the latitude, given the obliquity).

In parallel to the records of  animals under the 
natural annual variation of  the photoperiod, laboratory studies 
are conducted focusing on activity patterns under different 
photoperiods. In captivity, it is possible to manipulate the 
photoperiod simply by changing the times of  lights on and off  
of  artificial light/dark cycles in the confined environment while 
other variables are kept at desired levels. Despite the loss of  the 
natural environment elements and the reduced ecological value 
of  measurements, important aspects of  rhythms are elucidated 
when the system is investigated in controlled environments.

By setting lights on and off  times, important aspects of  
the activity pattern become quantifiable as in the study conducted 
by DeCoursey and collaborators12 in which they found that despite 
changes in α under different photoperiods, the phase relationship 
(ψ) - i.e. the time difference between a phase of  the LD cycle (for 
instance, lights-off) and of  the activity onset - remains stable, that 
is, the time of  activity onset in a nocturnal animal, for instance, 
changes throughout the year but the interval between dusk 
and activity onset remains the same. The stability of  the phase 
relationship was so pronounced that it was even proposed to use it 
to distinguish between nocturnal and diurnal species.

However, it was found that ψ remained fixed only within 
a specific range of  photoperiods (those photoperiods close to LD 
12:12). Out of  this limit, unusual phase responses appeared and it 
became difficult to model exactly how daily activity patterns change 
in response to different photoperiods throughout all photoperiod 
ranges13.In addition to the modulation of  ψ, another important 
aspect of  the annual modulation of  daily activity rhythm by 
photoperiod is its effects on the daily duration of  activity (α) with 
longer activity during summer for a diurnal animal, for instance. 
To understand the mechanism in which the duration of  activity 
(α) varied throughout the year, it was proposed that the circadian 
oscillator is composed of  two coupled oscillators (i.e., E - evening 
and M - morning). In 1976, Pittendrigh and Daan14, proposed 
and indicated that this model explained more sparingly “seasonal 
patterns” such as those found by Daan & Aschoff ’s work in 197511. 
It is now accepted that there is an emerging annual modulation of  
the daily rhythm generated by two coupled oscillators. The annual 
modulation of  daily activity rhythm can be a useful measure to 
further understand this dynamics and to test this model15.

Photoperiod is capable of  modifying the function or 
even the internal arrangement of  some structures responsible 
for daily rhythms regulation. In birds, it has been found that 
the pineal gland (responsible for the circadian rhythms in birds) 
changes the pattern in which it releases melatonin in response 
to photoperiodic information, even when the gland is surgically 
removed and maintained in vitro, meaning that this structure is 
able to keep a record of  the photoperiodic history by itself16. 
The pineal gland acts as a regulatory organ in vertebrate animals 
by secreting melatonin, a neurohormone with a conspicuous 
annual variation of  daily release pattern, resembling in some 
manner the annual modulation of  the daily activity patterns.

In mammals, astounding electrophysiological evidence 
show the persistence of  distinctive photoperiodic induced 
(while, in vivo) neuronal activity patterns on hamster SCN slices 
(this time, in vitro)17.

There is still much to be discovered, given the 
complexity and vastness of  factors involved in the timing of  
annual rhythms, especially on how the photoperiodic cues are 
translated into modulation of  daily rhythms throughout the year.

While photoperiods with natural-like photophase 
and scotophase ratios reveal the stability of  ψ, with major and 
important ecological implications, experiments with extreme 
“short days” and “long days” photoperiods help us unveil the 
oscillator dynamics involved in the processing and expression 
of  annual rhythmic patterns.

New investigations could benefit from studies of  natural, 
extreme photic environments. In our group, we have studied the 
tuco-tuco (Ctenomys aff. knighti), a subterranean rodent that exposes 
itself  to light in random times throughout the day18. They have 
shown evidence for seasonal difference in their daily activity 
patterns: tuco-tucos caught in winter and summer had significantly 
different α on running wheel activity under captive conditions19 It 
is important to point out that exhibiting an annual rhythm does not 
necessarily mean that the organism is, undoubtedly photoperiodic. 
Further investigations are taking place to determine if  the nature 
of  these yearly changes are due to other seasonal cues in the 
subterranean, or if  the photoperiod cue is sufficient to induce 
these modulations on activity patterns, as appears to be the case in 
most of  the other mammals across the phylogeny.

Another interesting aspect of  investigating a subterranean 
animal relies on modeling how much light exposure is capable of  
giving enough information for annual photoperiodic processing in 
extreme photic environments such as burrows and caves.
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Pinnipeds are marine mammals that have a fusiform body with the anterior and posterior fin-
shaped members that facilitate its movement in the water. They are distributed in all the seas of  the 
world, mainly in polar, subpolar and temperate waters. Apparently diverse environmental factors 
have influenced their evolution of  the shape and the mating system, as an adaptative strategy to 
ensure the optimal temporal use of  niches in the environment. Reproductive patterns are specific 
for each species, the latitude in which they live determines the mating system, reproductive cycle, 
and nursing strategies. In high latitudes, sexual dimorphism and polygyny are weak, and the birthing 
season is short. While in low latitudes, sexual dimorphism sexual is evident, polygyny is from 
moderate to extreme, and the birthing season is throughout the year. So that photoperiod is the 
main stimulus that shapes reproductive cycles, since it influences temperature and food availability, 
and the physiology of  the organisms.

Keywords: Geographical Latitude; Pinnipeds; Reproduction

Brenda Morales-Pérez 1

María del Carmen Miñana-Solís 2*

1 Instituto Politécnico Nacional, 
Departamento de Pesquerías y Biología 
Marina, La Paz, Baja California Sur, México.
2 Universidad Nacional Autónoma de 
México, Facultad de Ciencias, Ciudad de 
México, México. 



64Different latitude influences the habitat and reproductive patterns of  Pinnipeds

XV Latin American Symposium on Chronobiology 2019

CONTENT
Pinnipeds are marine mammals of  the Carnivorous 

Order. They have fusiform body with  anterior and posterior 
fin-shaped members that facilitates its movement in water1. 
They include three families: Phocidae, true seals without visible 
ears; Otariidae, fur seals and sea lions, with visible ears; and 
Odobenidae, which encomprise walruses (Fig. 1)2.

The degree of  sexual dimorphism is related to the harem size14. 
Phocids tend to reproduce in water or ice floes (sites less stable 
than land), are monogamous or have weak polygyny (2-5 
females)9. Aquatic breeders by contrast are predicted to show 
lower levels of  polygyny due to the difficulties involved in 
defending either females or resources, as well as their weak or 
absent sexual dimorphism, because competition between males 
is not intense3.

All pinnipeds have embryonic diapause, or delayed 
blastocyst implantation , which consists in maintaining embryonic 
development in a latency state4,11. This characteristic is shared 
with the carnivorous species of  the Ursidae and Mustelidae 
families. The pinnipeds are probably related to the ancestors of  
these groups and the embryonic diapause is an inheritance of  
the ancestral carnivorous line11. Delayed implantation ensures 
the birth of  the pups occurs when the environmental conditions 
are optimal for their survival11.

The duration of  embryonic diapause is specific for each 
species; this usually last 4 months10 and is followed by an active 
gestation that takes about 8 months in most species11. The 
mating season occurs a few days after birth. These activities 
are energetically expensive, so their temporal proximity during 
breeding season reduce the energy expenditure11. Females and 
males form aggregations during breeding season. Females 
gave birth only one offspring and are the only ones that which 
provide nutritional resources to their offspring, so their survival 
depends solely on the mother2,4.

Although pinnipeds are characterized by spending most 
of  their time feeding at sea, their require a surface of  land or ice 
on which to give birth2,11. In this way, nursing and food search 
are spatially and temporarily separated2.

In low latitudes, where the seasonal changes are less 
pronounced and predictable, the birth season is prolonged11,12. 
On the other hand, in high latitudes, seasonal changes are 
more predictable and the environmental conditions are more 
challenging. These characteristics  promote the acquisition 
and reinforcement of  seasonality in reproductive cycles6,14. In 
consequence, the nursing is short and migrations occur during 
the summer (which is brief) and the females must attend their 
offspring while the conditions are favorable16.

The duration of  maternal care also is specific for each 
species: from a few days or weeks, for phocids, between 8 and 
12 months for otariids, and 3 or more years for walruses. In 
function of  this differences, three types of  maternal strategies 
have been developed: fasting, feeding cycle or aquatic nursing2. 
Fasting is present in most phocids: females fast during lactation 
(4-50 days)2,17. Its milk contains high fat concentrations, mainly 
in those species with short lactation periods2. In feeding cycle, 
females fast for 5-11 days after parturition, while they attend 
the pups and alternate land stays for nursing with trips to 
the sea to feed. The lactation takes 4 months to 3 years, this 
strategy is characteristic of  otariids. Aquatic nursing is exclusive 
to walruses, the pups never separate from their mothers and 
nursing in water, where the mother is feeding, and in land or ice 
for 2 to 3 years2,4,18.

Figure 1. Schematic representation of  the body shape of  each group of  pinnipeds. 
Body characteristics facilitate locomotion in the environment in which they live. 
Modified from18.

These groups of  organisms are distributed in all the seas 
of  the world, mainly in polar, subpolar and temperate waters. 
Walruses present strictly Arctic distribution. The otariids form 
colonies in temperate latitudes3. There are two species of  this 
group that are distributed near Ecuator, in the Galapagos Islands: 
The Galapagos fur seal (Arctophoca galapagoensis) and The Galapagos 
sea lion (Zallophus wollebaeki)4. The phocids are distributed mainly 
in middle and polar latitudes5, although there are two species with 
tropical distribution The Mediterranean monk seal (Monachus 
monachus) and the Hawaiian monk seal (Monachus schauinslandi)6.

Evidence shows that diverse environmental factors 
have influenced the evolution of  the shape and the mating 
system of  the pinnipeds3, as an adaptative strategy to ensure 
the optimal temporal use of  niches in the environment7. None 
of  the Antarctic colonies of  pinnipeds are as dense as those 
colonies of  species with land reproduction8. However, there 
are three exceptions, phocids species with behavior, and sexual 
dimorphism similar to otariids: the elephant seals (Mirounga 
angustirostris, Mirounga leonina) and the gray seal (Halichoerus 
grypus), which carry out their reproductive activities on land9.

Most pinnipeds have seasonal reproduction associated with 
food availability and environmental conditions (10); thus, optimizing 
the offspring survival and the reproductive synchrony. On top 
of  that, the female receptivity to the male when they are able to 
copulate, maximizes the reproductive success of  the individuals10.

Mating systems and sexual dimorphism diversity

Reproductive patterns are specific for each species, 
the latitude in which they live determines the mating system, 
reproductive cycle and nursing strategies11,12.

The species with preference to reproduce on land such 
as otariids and walruses, present polygyny from moderate (6-15 
females) to extreme (16-100 females)9; due to the limited extension 
of  the breeding site13. Terrestrial breeders show the most extreme 
polygyny due to the limited extent and predictable conditions of  the 
breeding territory. The intrasexual competence of  males is intense 
and as a consequence they have sexual dimorphism3 characterized 
by the bigger body size in males with respect to females4. 
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Several differences in the reproductive cycle have 
been shown depending on the latitude. Modifications in the 
environment that occur throughout the year, such ice coverage, 
or sites with land, productivity, light conditions, abundance 
and distribution of  prey, are more evident in high latitudes5. In 
low latitudes the food availability, breeding sites and climatic 
conditions are optimal for reproduction throughout the year6.  
This has an effect in animal behavior, specially, in the amount 
of  time they invest in the search for food and reproduction5.

Regarding phocid and otariid maternal behavior, the 
amount of  time  the offspring spends with the mother increases 
as latitude decreases6. In such a way, that nursing in high latitudes 
is intense and brief12.

The Crabeater seal (Lobodon carcinophagus), habits ice 
packages surrounding Antarctic. Nursing takes 17 days, 4 days 
later, estrous, ovulation and mating occurs8. In this species, like 
most of  phocids, births take place in the ice package, and mating 
is usually in the water. The instability of  the site prevents the 
establishment of  polygynic groups, as a result, this species is 
monogamous19,20; in reproductive season form triads with a 
male, a female and pup, both sexes are similar on size20.

The Antarctic fur seal (Arctocephalus gazella) is an otariid, 
with marked sexual dimorphism, males are 3-6 times bigger and 
heavier than females, they present polygyny with 10 females 
harems, and inhabit 54º S of  latitude. The reproductive season, 
covers from October to December, when the males leave the 
site and the females nursing their pups for 4 months, in which 
feed trips from 3-6 days, are inserted16.

The Weddell seal (Leptonychotes weddellii), presents weak 
sexual dimorphism in body size, some authors reports that 
females are slightly larger than males21, moderate polygyny, as 
a result of  the environment, because inhabits ice packages in 
Antarctic, nursing is prolonged, since the females make feeding 
trips during lactation13. Due the absence of  terrestrial predators, 
predation risk is minimal, and breeding is concentrated around 
tidal cracks in the fast ice13

The Mediterranean monk seal (Monachus monachus) 
and the Hawaiian monk seal (Monachus schauinslandi) are the 
southernmost species of  phocids, live in latitudes close to 
20ºN, both have low seasonality in births and lactation. They 
reproduce throughout the year and nursing takes almost 4 
months6. The Hawaiian monk seal are no sexually dimorphic22. 
While Mediterranean monk seal exhibits sexual dimorphism in 
pelage color (Fig. 2), copulation is in the water and the males 
defend aquatic territories like the Otariidae23.

The otariid California sea lion (Zalophus californianus), inhabits 
along the Pacific Coast of  North America and Península de Baja 
California, Mexico, throughout the Gulf  of  California (Fig. 2).24 
Exhibits polygynyc mating system, notorious sexual dirmorphism 
and seasonal reproduction takes three months each year25.

The Galapagos fur seal (Arctocephalus galapagoensis) 
inhabits equatorial region, is polygynous and has sexual 
dimorphism. Their reproductive season covers approximately 
5 months, which makes it difficult for males to monopolize 
females26. Nursing in this species can take 3 years12.

The walrus (Odobenus rosmarus) shows sexual dimorphism 
with polygyny for the defense of  females9. Despite its 
circumpolar distribution, in the Arctic Atlantic from Canada to 
the Kara Sea in Russia, it does not present annual reproduction. 
Its reproductive cycle requires 2 years, embryonic diapause takes 
four months and the pups are weaned between 2 and 3 years27.

Endocrine systems in the reproduction of  Pinnipeds

Reproduction is determined by seasonal neuroendocrine 
cycles that have evolved in temperate and polar latitudes7. Data 
on reproductive endocrinology in pinnipeds are limited due to 
difficulties to obtain serial samples from individuals11.

It is known that there is an increase in estrogen levels 
associated with the end of  the embryonic diapause in northern 
fur seal (Callorhinus ursinus)10. However, it has been reported in the 
same species that is not possible to interrupt embryonic diapause 
when treating females with ovarian steroids, suggesting that 
changes in the levels of  these hormones are not the cause, and 
it is a characteristic of  implantation11. The increase in estrogen 
levels at the end of  the embryonic diapause also has been 
reported in California sea lion (Zalophus californianus), without 
differences between pregnant and non-pregnant females28.

Another hormone involved in reproduction is the 
melatonin. Mammals with seasonal reproduction show changes 
in nocturnal secretion of  melatonin that regulate gene expression 
in the pars tuberalis of  the pituitary, so it has been proposed that 
this structure is involved in seasonal reproduction, because it has 
melatonin receptors MT129. The pars tuberalis represents the main 
circannual timer. It is composed of  molecular machinery that is 
driven by external stimuli such as the photoperiod. Photoperiodic 
signals are perceived by retinal photoreceptors in mammals. To 
encode this information, mammals use the melatonin secreted 
for the pineal gland as a signal. This controls the molecular 
machinery and exit routs of  pars tuberalis29.

Specifically, southern elephant seal (Mirounga leonina) 
adult males shows seasonal variation in plasma concentration of  
melatonin in response to photoperiod of  circumpolar regions 
it inhabits30. In Weddell seal (Leptonychotes weddellii) no diurnal 
variation in the concentrations of  this hormone has been detected 
during the summer, when they are exposed to 24 hours of  light11. 

Figure 2. Schematic representation about sexual dimorphism and distribution of  
California sea lion and Mediterranean monk seal.
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Due to the synthesis of  this hormone is inhibited by light30, 
the role of  melatonin in reproduction of  other mammals has 
also been demonstrated experimentally. In hamsters, which 
reproduction occurs during large photoperiods (more than 
12 h of  light per day), exogenous melatonin administrated to 
pinealectomized animals in a given phase of  the circannual cycle 
synchronizes the endogen rhythm of  reproduction15.

Progesterone has been reported to be a characteristic 
hormone of  pregnancy. Its levels increase during this period31 
and blastocyst implantation occurs when photoperiod is 
shortened (more hours of  darkness than light during 24 hours), 
as has been reported for California sea lion32, so melatonin 
secretion has an effect on the hypothalamus-hypophysis-gonadal 
axis. As a result, in captive California sea lions between latitudes 
21º N – 43º N, births occurs 0.6 days earlier for each degree of  
northward displacement, and the duration of  the birthing season 
is more extended in low latitudes32. It has also been reported that 
seasonal changes in endocrine physiology, such as testosterone 
elevation prior to the reproductive season followed by elevation in 
cortisol levels induce territorial and maintenance of  the harem 
behavior in Weddell seal males31.

Therefore a predictable environmental stimulus that 
may be influence the reproductive cycles of  pinnipeds is the 
photoperiod, which determines the seasonal rhythms in most 
species that inhabit temperate and polar latitudes7.

Photoperiod as modulating signal on reproductive cycles

The photoperiod is defined as the proportion of  
light / dark hours in the 24-hour period. The behavioral 
and physiological patterns of  organisms in response to the 
photoperiod are known as photoperiodism. This is a determining 
signal to define reproductive cycles of  various species. Temte in 
1985 and 1989, examined the reproductive season records of  
northern fur seal and the California sea lion in different latitudes 
and concluded that reproduction in both species is directly 
related to the animals’ response to the photoperiod of  11.5 - 
12.5 h, which occurs before implantation of  the blastocyst. This 
suggests that the end of  the inactive phase of  the reproductive 
cycle is determined by the photoperiod10.

Another stimulus that determines the seasonality on 
pinnipeds is food availability, which in turn is associated to 
photoperiodism. The southern elephant seal feeds on free-ice 
pelagic waters during the summer, the dives during the day are 
deeper (500-1500 m) than at night (150-300 m), focusing the 
subsurface temperature and the maximum salinity characteristic 
of  circumpolar deep water. This feeding pattern is probably in 
response to copepods vertical migration, base of  the pelagic 
trophic chain33.

In conclusion, environmental conditions exhibit seasonal and 
latitudinal variations. Therefore the pinnipeds have developed various 
reproductive and feeding strategies to maximize resources and ensure 
their survival and reproductive success. The photoperiod is the 
main stimulus that shapes reproductive cycles of  these organisms, 
since it has an effect on temperature and food availability. 

On evolutive scale, environmental conditions also determine 
mating systems, if  breeding site is a stable area, competition between 
males for females increases, consequently, they have a more marked 
sexual dimorphism than the species in which the competition for 
females is not so intense.
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ABSTRACT
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INTRODUCTION
The sleep-wake cycle is a critical physiological process 

and one of  the most preserved biological rhythms throughout 
evolution. This cycle is composed of  different behavioral 
states, commonly distinguished by their electrophysiological 
signatures and behavioral characteristics. These states 
correspond to wakefulness (W), non-rapid eye movement 
(NREM) sleep and rapid eye movement (REM) sleep. W and 
sleep are associated with different brain functional states, 
which can be captured by electroencephalographic (EEG) 
signals containing a broad frequency spectrum.

The EEG reflects the interrelated multicomponent 
activity of  numerous cortical and subcortical neuronal 
ensembles1. EEG activity consists of  various frequency bands 
that vary during the sleep-wake cycle in a characteristic fashion. 
In the rat, the EEG during W is characterized by low voltage fast 
waves as well as theta rhythm (4.5-9 Hz) in posterior cortices 
mainly during active W.  NREM sleep EEG is recognized by 
the occurrence of  high-amplitude slow waves (0.5 to 4 Hz) and 
electrographic events of  0.5-2 seconds in duration known as 
sleep spindles, that have an intra-event frequency of  9-15 Hz2,3. 
EEG during REM sleep shows a high-frequency rhythm that is 
nested in very regular and prominent theta activity4,5.

In contrast to humans, rodents show a strong ultradian 
component in their sleep, with no single period of  consolidated 
W during the active (night) period or consolidated sleep during 
the rest (diurnal) period6. This polyphasic nature of  their sleep-
wake cycle allows us to study the features of  the EEG during W, 
NREM and REM sleep at different times of  the day.

Previous works in rodents and humans have shown 
the existence of  diurnal variations in the EEG activity at low-
frequency bands (up to 30 Hz) (i.e. 7, 2, 8, 9).  However, to the 
best of  our knowledge, a continuous recording and analysis of  
the diurnal variations of  the high-frequency bands of  the EEG 
are lacking. Hence, the aim of  this report is to convey an initial 
descriptive analysis of  the changes in the EEG power spectra 
(0.1-200 Hz) of  sleep and W occurring at different times of  the 
day.  For this purpose, we performed an hour-to-hour analysis 
of  the power spectrum in each behavioral state over a 24h 
period and illustrate it as the Z-score variation from the mean.

MATERIAL AND METHODS

Experimental animals

Seven adults male Wistar rats (275-330 g) were used in 
this study.  The animals were obtained from and determined to 
be in good health by the Institutional Animal Care Facility. The 
experimental procedures were conducted in accordance with the 
Guide for the Care and Use of  Laboratory Animals (8th edition, 
National Academy Press, Washington, DC, 2010) and approved by 
the Institutional Animal Care Commission (protocol No. 070153-
000332-16, Facultad de Medicina, Universidad de la República). 
Adequate measures were taken to minimize pain, discomfort or 
stress of  the animals, and efforts were made to use the smallest 
number of  animals necessary to obtain reliable data.

Surgical procedures

The animals were chronically implanted with electrodes 
to monitor the states of  sleep and W. We employed surgical 
procedures like those used in our previous studies (e.g., 10). 
Anesthesia was induced with a mixture of  ketamine-xylazine 
(90 mg/kg; 5 mg/kg i.p., respectively). The rat was positioned 
in a stereotaxic frame, and the skull was exposed.  To record 
the EEG, stainless steel screw electrodes (1 mm diameter) 
were screwed on craniotomies to have their tips touching the 
brain’s surface (above the dura mater) in different cortices. 
The arrangement of  electrodes is depicted in Figure 1. Six 
electrodes were located bilaterally in the primary motor cortex 
(M1: L ± 2.5 mm, AP +2.5 mm), the primary somatosensory 
cortex (S1: L ± 2.5 mm, AP −2.5 mm) and secondary visual 
cortex (V2: L ± 2.5 mm, AP −7.5 mm). The reference electrode 
was placed in the cerebellum (Figure 1 A). Bipolar electrodes 
were inserted into the neck muscles in order to record the 
electromyogram (EMG). The electrodes were connected to a 
plug that was bonded to the skull with acrylic cement. At the 
end of  the surgical procedures, an analgesic (Ketoprofen, 1 mg/
kg, subcutaneously) was administered. Incision margins were 
kept clean and a topical antibiotic was applied daily. After the 
animals recovered from the preceding surgical procedures, they 
were adapted to the recording chamber for one week.

Experimental sessions

All animals were housed individually in transparent cages 
(40 x 30 x 20 cm) containing wood shavings in a temperature-
controlled room (21- 24 °C) with 12:12h light-dark cycle, light (50 
lux) beginning at 08:00h (ZT0), with water and food ad libitum. 
The recordings were performed through a rotating connector, to 
allow the rats to move freely within the recording box.

All the data was collected continuously over a 24h 
period recordings starting at ZT0.  Bioelectric signals were 
amplified (×1000), the filters were set at 0.1 Hz and 200 Hz. 
EEG and EMG activity were captured and stored directly on a 
PC computer through a National Instruments data acquisition 
card of  16 bits with a sampling rate of  1024 Hz by means of  
DASYLab software (Measurement Computing). The animals 
were left undisturbed during all the recordings.

Data analysis

Behavioral states were determined in 10 s epochs. W was 
defined as low voltage fast waves in the frontal cortex, sometimes 
with theta rhythm in occipital cortex and relatively high EMG 
activity. Light sleep (LS) was defined as high voltage slow cortical 
waves interrupted by low voltage fast electroencephalographic 
activity, while slow-wave sleep (SWS) was identified by 
continuous high amplitude slow (1-4 Hz) frontal, parietal and 
occipital waves and sleep spindles combined with a reduced 
EMG activity. For the daily power spectrum analysis, LS and 
SWS were pooled together and classified as NREM sleep. REM 
sleep was defined as low voltage fast frontal waves, a regular 
theta rhythm in the parietal and occipital cortices, and a silent 
EMG except for occasional myoclonic twitching.
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In order to analyze the power spectrum in each EEG 
channel, we used procedures like those applied in our previous 
studies (e.g., 10). The power spectrum was estimated on Matlab 
using the Welch function (Hamming window, window size 10 
s, with an overlap of  2.5 s, a frequency sample of  1024 Hz and 
a resolution of  0.5 Hz). The mean power of  all 6 electrodes 
and 7 rats, was used to calculate the relative power. This was 
determined by dividing the power value for each frequency 
band in each time point, by the sum of  the total power for that 
frequency in the 24 hs. Z transformations were made in order to 
express the values as deviations from the mean. It is important 
to note that in the REM sleep analysis the last hour was not 
computed due to a coincidental lack of  this behavioral state in 
all animals during that period.

RESULTS

Polysomnographic recordings

The simultaneous electrocortical activity of  different 
brain areas was recorded continuously over a 24h period. 

Representative recordings of  these areas during W, NREM, and 
REM sleep are shown (Figure 1B). The polycyclic nature of  the 
sleep-wake cycle of  the rat can be observed in a representative 
hypnogram (Figure 1C). The animals showed a clear preference 
for sleep during the light period (72% of  total sleep time; 59% 
in NREM and 13% in REM sleep) and to be awake at night 
(61% in W; 32% in NREM and 4% in REM sleep).

Daily power spectrum during wakefulness

Figure 2A shows the hour-to-hour analysis of the percentage 
of  W; the daily variation in the percentage of  W is readily observed.

The EEG power spectrum during W has robust daily 
variations, as shown in the spectrograms (grand average 
of  animals and channels) (Figure 2B and C). The main 
observation was that diurnal and nocturnal W differ in their 
electrocortical activity profiles. The relative power of  the 
high-frequency rhythms (30 - 200 Hz) was higher both at 
the beginning (between ZT12 and ZT16) and at the end 
of  the dark phase, reaching values that were 2 to 3 standard 
deviations (SD or Z-units) over the mean (Figure 2B). 

Figure 1. A) Representative scheme showing the position of  the recording electrodes. The electrodes were referred to a common electrode that was located over the cerebellum (Cer). 
M1, primary motor cortex; S1, primary somatosensory cortex; V2, secondary visual cortex; r, right; l, left. B) Polysomnographic recordings of  a representative animal in wakefulness, 
NREM sleep, and REM sleep. EMG: electromyogram. C) Representative hypnogram of  the 24h period (0 is 8:00 AM: ZT0). The shaded area indicates the lights-off  period. 
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In addition, their lower values were observed in the ZT4-ZT10 
window (light phase). Inspecting the frequencies up to 30Hz we 
observed higher relative power values (2 to 3 SD over the mean) 
mainly from Z4 up to Z12 (Figure 2C).  Note that from ZT8 
to ZT12 there is a progressive increase in the relative power 
of  frequencies in the 12-30 Hz range.  Another interesting 
observation is that theta-band activity (5 to 9 Hz) seemed to be 
faster during the nighttime.

Daily power spectrum during NREM sleep

As it is shown in Figure 3A NREM sleep predominates 
during the light phase. During the light phase, from ZT0 
to ZT6, NREM was characterized by an increase in the 
relative power of  the activity up to 5Hz (mainly slow-wave 
activity, SWA), and a decrease in the higher frequencies 
(Figure 3B and C). From ZT8 a progressive increase in 
power in 9-15 Hz oscillations (sleep spindles) was observed. 
The SWA relative power reached a minimum value two hours 
before lights-off. During the dark period, NREM was characterized 
by an increase in the relative power of  frequencies higher than 6 
Hz and up to 200Hz (Figure 3B and C); however, these changes 
were not homogenous throughout the night.

Daily power spectrum during REM sleep

Figure 4A shows the hour-to-hour analysis of  the 
percentage of  REM sleep. This behavioral state was more 
prominent during the light phase, no presence of  REM sleep 
was detected in the last hour of  the recordings.

The relative power spectrogram during the lights-on 
period showed no marked changes in relation to the mean 
(Figure 4B); however, it was highly variable during the dark phase. 

Figure 2. EEG relative power spectra during wakefulness. A) Percentage of  time 
spent in W throughout the 24h period. The shaded outline indicates 1 SD. The top 
bar indicates light and dark periods. B) Z-score of  the relative power spectrogram 
of  W during the 24h period. The black vertical line indicates lights-off  onset. C)  
Zoomed inset showing the Z-score of  the relative power spectrogram for the 0-30Hz 
band. ZT0 = 8AM. Panels B and C share the same z-score color scale. All Y-axis 
starting at 0.

Figure 3. EEG relative power spectra during NREM sleep. A) Top panel: 
Percentage of  time spent in NREM throughout the 24h period. The shaded outline 
indicates 1 SD. The top bar indicates light and dark phases. B) Z-score for the relative 
power spectrogram of  NREM during the 24h period. The black vertical line indicates 
lights-off  onset. C)  Zoomed inset showing the Z-score of  the relative power 
spectrogram for the 0-30Hz band. ZT0=8AM. Panels B and C share the same z-score 
color scale. All Y-axis starting at 0.

Figure 4. EEG relative power spectra during REM sleep. A) Percentage of  time 
spent in REM throughout the 24h period. The shaded outline indicates 1 SD. The 
top bar indicates light and dark phases. B) Z-score for the relative power spectrogram 
during the 24h period. The black vertical line indicates lights-off  onset. C) Zoomed 
inset showing the Z-score of  the relative power spectrogram for the 0-30Hz band.  
ZT0=8AM. Panels B and C share the same z-score color scale. All Y-axis starting at 0.
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In fact, the relative power of  frequencies up to 30Hz changed with 
short time increases and decreases over the mean. Also, the most 
remarkable fact was the increase in the relative power of  frequencies 
in the 20-200 Hz range, at the end of  the nighttime (Figure 4B). 
During the day, theta frequency appears to be slower than during the 
dark- phase. (Figure 4C).  Note that the last hour in the spectrogram 
is blank due to the lack of  REM sleep during this period.

DISCUSSION
In this preliminary study, we performed a descriptive 

analysis of  the daily variations in the EEG power spectrum 
(0.1 – 200 Hz) of  W, NREM and REM sleep of  the rat.  We 
demonstrated the presence of  an important daily variation in 
the spectrographic profile of  both W and sleep.  This variation 
was evident both within and between the light and dark phases. 

Previous studies showed diurnal variations in the EEG of  
the rat on frequencies up to 30 Hz7, 4, 11. In fact, our results support 
the pioneer studies of  Rosenberg et al.,12 and Steinfels et al.7, that 
showed that the highest spectral values can be found during the 
day in the delta band for NREM sleep and in the theta band for 
REM sleep. However, we chose to use relative power in order 
to analyze differences within each frequency band throughout 
the 24hs for each behavioral state. These previous studies were 
limited to study frequencies lower than 30Hz, while in this report 
we also analyze the higher frequencies (up to 200Hz).

Our results showed that diurnal W was heterogeneous 
with the main changes being a decrease in the relative power 
of  high frequency oscillations (> 30 Hz), and bouts of  increase 
in the relative power of  slower rhythms. Nocturnal W was 
characterized by a larger relative power in the high-frequency 
rhythms (> 30 Hz) while slower oscillations, apart from the 
theta band, showed not main changes. This result suggests that 
nocturnal W presents greater cortical arousal than diurnal W.

Human electrocortical activity has been shown to exhibit 
important diurnal and circadian variations. Cacot et al.13 found a 
clear diurnal variation in the power of  EEG rhythms up to 30 Hz 
during W, with maximum achieved at noon or in the afternoon.  
In addition, classic studies by Kleitman have shown ultradian 
differences in behavior during W, what was called basic rest-
activity cycle14; however, the electrophysiological counterpart of  
this ultradian cycle has not been studied in detail.

Regarding NREM sleep, in comparison to nighttime, 
diurnal activity presented a higher power in lower frequencies 
(mainly below 5 Hz), while the power of  the high frequencies (> 
30 Hz) was lower.  Hence, suggesting that NREM sleep during the 
day is deeper than during the night. In accordance with Bergmann 
et al.2, our data showed that as NREM sleep time increases, 
slow-wave incidence and amplitude increase. Fluctuations in the 
elctrocortical activity, probably reflecting the level of  arousal, also 
occur during night NREM sleep. In humans, a cyclic alternating 
pattern (CAP), characterized by the regular alternation of  EEG 
patterns that represents a complex form of  periodic activity, was 
described during NREM sleep see 15, 16. In fact, Terezano et al.17, 
showed the existence of  a CAP in NREM sleep characterized by 
changes at the level of  arousal to sensory stimuli.

An important fact, is that during W and NREM, an 
opposite correlation between high frequency (> 30 Hz) and 
low-frequency oscillations (mainly in the delta, 0.5-4 Hz band) 
was evident. This result agrees with Maloney et al.18 who showed 
that gamma activity was negatively correlated with delta across 
all behavioral states.

Regarding REM sleep, our results showed a mostly 
homogeneous profile during the light-phase. This is in accordance 
with previous results by Borbély et al.4, who showed no clear 
variations in the relative EEG power density of  REM during the 
day. Hence, REM sleep is a highly stable behavioral state during 
the light phase. During the night REM sleep the spectrogram 
has a changing profile with alternations between bouts of  slow 
(< 20Hz) and high (30 - 200 Hz) electrocortical activity. Our results 
agree with those of  Steinfels et al.7 where a clear increase in the 
EEG spectral power was observed at the end of  the dark period.  
Finally, it was readily observed that during the first half  of  the light 
period, the frequency of  the peak of  the theta band during REM 
sleep was lower that in the dark period; probably this fact could be 
related with a more active REM sleep during the night19.

CONCLUSIONS AND FUTURE DIRECTIONS
In the present report, we demonstrated a clear difference 

in the power spectrum profile both in W and sleep during the 
light and dark phases among a wide range of  electrocortical 
oscillations (0.1-200 Hz). However, further analysis needs to be 
done in order to better understand if  the observed variations 
depend on external cues, circadian and/or homeostatic 
process (processes C and S, respectively; see Borbély et al., 20). 
Sleep deprivation, as well as recording in free-running conditions, 
will be optimal to answer these interrogations.

In addition, another future direction is to perform a 
detailed analysis of  the daily variation of  the activity of  different 
neocortical and archicortical (olfactory bulb) areas as well as of  
their functional connectivity. 
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ABSTRACT

Aedes aegypti mosquito is involved in the transmission of  arboviruses such as chikungunya virus 
(CHIKV). The effects of  CHIKV infection on the locomotor/flight behavior of  the Ae. aegypti 
mosquito vector was not studied so far, although it represents an essential aspect of  virus 
epidemiology. Here, locomotion/flight activity of  infected females were for the first time evaluated 
by monitors that captured movement by infrared light beams for seven days under light/dark 
regimen (12 hours of  light followed by 12 hours of  dark) at 25ºC and 60-80% relative humidity 
(RH). The results showed that the CHIKV infection caused a significant decrease in the locomotion/
flight pattern of  Ae. aegypti females. It describes an important difference in Ae. aegypti behavior and 
parasite-vector interaction, which may influence CHIKV viral spread and transmission dynamics. 
Thus, it is of  great importance further studies focused on the analysis of  other aspects of  potential 
changes on physiology and behavior in infected mosquitoes.
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INTRODUCTION
Aedes aegypti is a mosquito that belongs to the Culicidae 

family and the Aedes genus. This species can be found mainly in 
tropical and subtropical regions and its life cycle is divided into 
four stages: egg, four larval instars, pupae and adult. Female 
mosquitoes are hematophagous insects, feeding preferably 
on human blood, which is necessary for the maturation of  
their eggs. Ae. aegypti is capable to transmit several pathogens 
during the blood meal, being the most important vector of  
arboviruses responsible for serious public health problems, 
such as dengue (DENV), Zika (ZIKV), yellow fever and 
chikungunya1-3.

Chikungunya virus (CHIKV) belongs to Togaviridae 
family and Alphavirus genus. This virus was isolated for the 
first time in 1952 in Tanzania from human serum4. Following 
the occurrence of  several isolated outbreaks of  this Alphavirus 
around the world, CHIKV reached the Americas in 2013 through 
the Caribbean and in 2014, the first records of  autochthonous 
transmission occurred in Brazil. Since then, the virus spread 
throughout causing serious epidemics5,6.

There are some vaccines that are yet in initial testing 
phase7, thus the only way to try to contain CHIKV epidemics 
is focusing efforts on vector control. For this reason, 
understanding aspects of  the biology and behavior of  Ae. aegypti 
is highly encouraged.

In this sense, regarding the behavioral characteristics 
of  this vector and the insects in general, it is known that the 
circadian clock is involved in the control of  behaviors such as 
locomotion, flight, hematophagy, oviposition activity, among 
others8. More specifically, concerning locomotor activity, it was 
seen that mosquito species could be classified as having diurnal, 
twilight and nocturnal habits. The Ae. aegypti mosquito has a 
diurnal and twilight pattern8,9.

Recently, studies have revealed that infection can 
modulate the locomotor behavior of  Ae. aegypti. Infection by 
DENV2 in Ae. aegypti females caused them to increase their 
locomotor activity during the 24h period under LD 12:12 
regimen (LD, which is 12 hours of  light followed by 12 hours of  
dark)10.  However, ZIKV showed an opposite effect; our group 
observed that ZIKV infection caused a decrease in locomotor/
flight activity of  Ae. aegypti females in a LD 12:12 and constant 
dark (DD) regimen11. Besides influencing the locomotor 
behavior, it was observed that arboviruses could modulate other 
aspects of  behavior, such as oviposition11,12. Thus, the next step, 
now, is to focus efforts on studies that describe the behavioral 
characteristics of  this vector when infected with other circulating 
arboviruses, such as CHIKV. 

Here, we aimed to study the effect caused by CHIKV 
infection on the behavior of  Ae. aegypti locomotor activity/
flight in the LD regimen. This knowledge may serve for better 
understanding the transmission dynamics of  this arbovirus.

METHODS

Mosquito breeding

All assays were performed with Aedes aegypti PAEA 
strain (Tahiti, French Polynesia). Mosquito breeding was 
realized in a controlled manner in the laboratory during 
all stages of  its life cycle in incubators (Forlab Scientific 
Incubator, USA) at 25°C (± 1°C) and 60-80% RH, under LD 
12:12 regimen, details in11. After the emergence of  the adults, 
the females were kept together with the males for about 5 days 
to ensure insemination. 

Blood Feed/Viral Infection

Aedes aegypti females were kept fasted for 6 hours before 
blood supply (infected with CHIKV or uninfected). Artificial 
feeding was done for approximately 40 min through a membrane 
attached to an artificial feeder at 37 °C.

The infectious blood meal consisted of  a 1:1 mixture 
of  rabbit red blood cells and L-15 culture medium containing 
CHIKV (isolate BHI3745/H804709, as described in5) with 
a final concentration of  107 PFU/ml; ATP was also included 
as phage stimulant at pH 7.4 in a final concentration of  1mM. 
Uninfected control mosquitoes were fed with naïve blood 
supplemented with L-15 culture media. Uninfected blood meal 
consisted of  the same mixture but deprived of  CHIKV.

After feeding, females were cold anesthetized and only 
the fully engorged were considered for the experiment (details 
in11,13). The entire procedure was performed within a biosafety 
level 2 insectary facility (BSL-2, Laboratório de Bioquímica de 
Insetos Hematófagos, Instituto de Bioquímica Médica, UFRJ).

Locomotor/flight activity

After blood feeding, infected and uninfected Ae. aegypti 
females were individually transferred into 25 mm glass tubes. 
In all tubes we added cotton soaked with 10% sugar solution 
to ensure mosquitoes feeding during the experiment. The tubes 
were then positioned within locomotor/flight activity monitors 
(Trikinetics Inc, Waltham, MA, USA). Each monitor has 32 
channels with infrared light beams and the activity is captured 
every time the mosquito interrupts the beam. In general, two 
monitors were used for each condition (infected and uninfected) 
per experiment. We performed three independent experiments 
totaling 144 CHIKV-infected and 139 uninfected mosquitoes. 
The monitors were placed inside incubators (ELETROlab 
Scientific Incubator, Brazil), with the constant temperature 
(25oC ± 1oC), the humidity ranged from 60 to 80%, in LD12:12. 

The movement of  mosquitoes was captured every 5 
minutes, for seven sequential days. For better representativeness, 
data were transformed to 30 minutes to the analyzes. Mosquitoes 
that had no activity during the last 24 hours of  the experiment 
were considered dead and disregarded from analyzes.
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Data analysis

All results were analyzed with Excel software (Microsoft 
Office). We represented the data compiled from values of  
Williams’ mean14 every 30-minutes of  activity of  each day of  
the experiment. The data were transformed into logarithmic due 
to a large variation in individual mosquito values, thus avoiding 
data masking (as explained by11).

Statistical analysis was based on the methodology described 
by11. Firstly, were performed the Shapiro-Wilk test to assess whether 
data is parametric or nonparametric. The data were analyzed for 
significance through the Mann Whitney statistical test.

Ethical Statement:

All experiments performed in this work were approved 
by Research Ethics Committees CEUA-UFRJ 149/19 (for 
rabbit blood use).

RESULTS

CHIKV infection decreases females Ae. aegypti locomotor/
flight activity

We performed experiments to determine if  CHIKV infection 
influenced Ae. aegypti behavior. Figure 1 show the locomotor/flight 
activity where data were represented by the values of 30-minutes 
mean activity of each experiment’s day. As previously reported9,10, 
females of Ae. aegypti concentrate most activity during the light phase. 
A bimodal pattern of  activity with a peak during the day (between 
ZT8 and ZT11) and a peak in the early evening (ZT13.5) were 
observed in both CHIKV-infected and uninfected mosquitoes. 
Moreover, as expected, after ZT14, mosquito’s activity is drastically 
reduced, remaining close to zero until late in the evening9-11.

Interestingly, we observed that CHIKV infection altered 
the Ae. aegypti locomotor/flight behavior, where which infected 
females showed a significant decrease in the activity along the 
light phase, with a more pronounced drop during the highest 
peaks of  activity (between ZT8 and ZT11 and ZT13.5) (Mann-
Whitney test, where p < 0.05; Figure 1, black line) 

DISCUSSION

Knowing that vaccines for CHIKV arbovirus are still 
under study and as its infection can cause debilitating symptoms, 
it is necessary to focus on the containment of  this virus spread by 
controlling its Ae. aegypti vector7,15. For this, more studies should be 
carried out in order to know more the aspects of  the biology 
and behavior of  this species to improve the development of  
control alternatives.

Regarding the locomotor behavior and physiology 
of  Ae. aegypti, recent studies have observed that these aspects 
could be differently modulated according to the types of  
arboviruses that infected the mosquitoes. For example, even 
though they are from the same genus (Flavivirus), DENV2 
infection increased mosquito’s locomotor activity while ZIKV 
infection caused a decreasing in its locomotor/flight activity10,11. 
Additionally, in relation to other features of  vector physiology, it 
was seen that DENV2 infection decreases the number of  eggs 
laid for females, but ZIKV does not affect this parameter11,12. 
Together, these interesting data show antagonistic behaviors 
modulated for arboviruses infection of  the same genus, which 
led us to question how it would be the response of  the vector 
against an arbovirus infection of  a different family.

Here, we present the first study that focuses on describing 
the behavior of  locomotion/flight of  Ae. aegypti females when 
infected with CHIKV arbovirus. We observed a decrease in 
their locomotor/flight activity, similar to the effect seen when 
females were infected with ZIKV, despite the viruses belong to 
different families.

This decrease in activity itself  did not negatively 
influence the spread of  the virus in Brazil due to the very large 
geographical distribution and infestation rates by this mosquito 
recorded in the country6,16. So, although infected females move 
less than uninfected ones, the huge population of  the CHIKV 
main vector in the country can ensure considerable transmission 
and spread in the country16. In addition to the high population 
density of  Ae. aegypti in the Brazilian territory, at least two other 
factors are likely to help in compensating the lower mobility of  
infected females in the spread and intensity of  transmission: the 
high vector competence of  Brazilian populations to CHIKV and 
the short extrinsic incubation period of  CHIKV (virus can be 
expectorated by vector within 3 days after a blood meal on a viremic 
individual17,18). As a result, a large number of  infected people, 
reaching 47.830 reported cases in Brazil between 2014 and 2015. 

Figure 1. Average locomotor/flight activity of  Aedes aegypti females infected with 
CHIKV (n=144, black line) and control females (grey line, n =139) along seven days, 
under LD12:12. It is possible to observe a significant decrease in the locomotor/
flight activity of  CHIKV infected females in the last hours of  the light phase and 
in the transition between light and dark. Light area means light phase and grey area 
means dark phase. Error bars were shown for each 30 min interval. X axis represents 
the William’s mean of  locomotor activity and the Y axis represents the Zeitgeber Time. 
Asterisks represent the significance of  the Mann-Whitney test, where p < 0.05.
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Recently, in 2019, until Entomological Week 34, the Southeast 
and Northeast regions had the highest values of  incidence rate 
of  probable cases, with 94.1 cases/100 thousand inhabitants and 
39.3 cases/100 thousand inhabitants, respectively6,15,19. However, 
interestingly, the spread of  CHIKV in Brazil was not as fast as 
expected in a country with a naive population. Despite sharing 
the same vector (Ae. aegypti), the spatial-temporal spread and 
annual number of  cases due to ZIKV and CHIKV, following 
their invasion in Brazil was quite distinct: while ZIKV infected 
thousands of  people and almost cover the country in one year, 
CHIKV inexplicably did not do so11,20. In 2014, CHIKV was 
firstly detected in Brazil in two states far apart: one in the north 
and another in the northeast. Outbreaks or clusters of  cases 
were reported over 2014 in other four states5,6. This unexpected 
epidemiological profile of  spread and incidence has not yet 
been explained. It is possible the alteration of  the behavior of  
the CHIKV infected Ae. aegypti reported herein may have that 
somehow contributed to this phenomenon.

Our findings reinforce the importance of  further 
studies focusing on analysis of  the physiology and behavior 
of  Ae. aegypti infected with CHIKV, for example, analysis of  
female fecundity and fertility, daily survival of  the vector, 
aspects of  hematophagy, among others. In addition, it is 
necessary to understand the influence of  the circadian clock 
on this locomotor behavior of  CHIKV-infected Ae. aegypti, 
performing experiments in constant dark conditions. Besides, 
it is important to investigate the effects of  infection at the 
molecular level.

We consider that our data will support the better 
understanding of  how the Ae. aegypti behavior is impacted by 
the viral infection and could highlight some important aspects 
of  host-vector interaction, which in future may serve as a basis 
for control strategies of  this vector mosquito.
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ABSTRACT

The postpartum period is a stage in the female´s life during which the incidence of  emotional 
and psychiatric disorders is increased. Antipsychotic drugs such as Haloperidol (HAL), as well as 
anxiolytic agents such as Midazolam (MID), can be prescribed during this period. However, their 
effects on maternal behavior and sleep are scarcely known. Therefore, we aimed to determine the 
effects of  MID and HAL on maternal behavior and sleep of  postpartum rats. For this purpose, 
mother rats were implanted for polysomnographic recording and treated either with HAL (0.4 
mg/kg, i.p.), MID (6.0 mg/kg, i.p.) or its corresponding vehicles. Maternal behavior and sleep-
wakefulness states were recorded during 4 hours immediately after the reunion of  the pups. HAL-
treated mothers showed a decrease in the number of  pups’ retrievals as well as deficits in the 
reunion of  the pups into the nest. In addition, the nursing time, the duration of  nursing episodes 
as well as the litter weight gain (LWG) increased after HAL treatment compared to control values. 
Compared to the control values, HAL increased the time spent in slow wave sleep (SWS) and 
intermediate stage (IS) without provoking changes in REM sleep. On the other hand, rats treated 
with MID showed deficits to reunite the entire litter into the nest. Also, MID-treated mothers 
showed a reduction in the number of  nursing episodes and an increase in their duration, with no 
changes in LWG compared to control treatment. Sleep analysis revealed that MID decreased the 
time spent in light sleep, increased the time spent in SWS, while IS and REM parameters remained 
unchanged. Our findings show that both drugs affected maternal behavior and sleep, each one in 
a specific pattern. In addition, while most sleep characteristics resemble the ones described for 
males, some of  the differences found could rely on the unique profile of  the postpartum female, 
underlying the necessity to deepen the studies of  the effects of  drugs in this particular period. 
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INTRODUCTION
The early postpartum period has been characterized as a 

time in women’ life of  particular susceptibility to emotional and 
psychiatric disorders, which can adversely affect the health and 
wellbeing of  new mothers, their infants and their families. For 
instance, women experience 22 times more psychotic or mania 
episodes in the postpartum period than in any other period of  
their lives1. In addition, the prevalence of  postpartum anxiety 
is high during the postpartum period, ranging from 13 to 40% 
depending on the type of  anxiety assessment and the scale used, 
among other factors2.

Drugs, such as the D1/D2 antagonist Haloperidol (HAL) 
and the GAB-A benzodiazepine agonist Midazolam (MID)3,4 
have been extensively prescribed for the treatment of  psychotic 
episodes, mania, anxiety and sleep disorders5. Different studies 
show that benzodiazepines are compatible with breastfeeding6 
and assigned as “good safety profile” based on the plasma/
milk ratio with very low effects on the infant7. In the same way, 
antipsychotic drugs, such as HAL, are also used during lactation 
in women with bipolar disorder or schizophrenic disease. A 
standing problem of  these drugs are daytime drowsiness and 
motor and cognitive skills disruptions8,9 that could lead to 
deleterious maternal behavior or increase probability of  accidents 
of  the mother when interacting with the newborn.

The effects of  HAL and MID on sleep have been 
extensively studied in male rats, but studies in females, 
particularly during the postpartum period, are scarce or null. 
Interestingly, we showed that the effects of  anxiolytic drugs 
differ between virgin and maternal rats, stressing the uniqueness 
of  the female physiology during the postpartum period and the 
necessity to deepen the study of  the interaction between drugs 
and the particular physiological changes of  this period10,11.

Therefore, the purpose of  the study was to determine the 
effects of  two drugs, commonly used in clinical practice: HAL 
and MID, on the maternal behavior and sleep of  postpartum 
rats. To this end we performed polysomnographic recordings 
as well as a maternal behavior analyses during four hours after 
the systemic treatment with HAL and MID of  postpartum rats. 

METHODS

Animals and housing

Sixteen primiparous Wistar female rats (260–310 g) and 
their pups were used in this study. All animal use and experimental 
procedures were in strict accordance with the “Guide to the care 
and use of  laboratory animals” (8th edition, National Academy 
Press, Washington D.C., 2011) and approved by the Institutional 
Animal Care Committee. All efforts were made to minimize the 
number of  animals used and their suffering.

Two days before giving birth, pregnant females were 
housed individually in transparent cages (40 × 30 × 20 cm) 
containing shredded paper towels as nest-building material. 

The animals were placed in a temperature-controlled (22 ± 1 °C), 
sound-proof  and electromagnetically shielded recording chamber 
fitted with slip rings and cable connectors for bioelectrical 
recordings, under a 12-h light/dark cycle (lights on at 6:00 a.m.), 
with ad libitum access to food and water. On postpartum day 1 
(PPD1, birth = day 0), litters were culled to four female and four 
male pups per mother.

Stereotaxic surgery

The surgical procedures were similar as the performed 
in previous studies of  our group12. On the morning of  PPD1, 
females were anesthetized with a mixture of  ketamine/
xylazine/acepromazine maleate (80/2.8/2.0 mg/kg, i.p.). 
Using a stereotaxic device, female rats were implanted with 
cortical electroencephalogram (EEG) electrodes and dorsal 
neck muscle electromyogram (EMG) electrodes for the 
assessment of  sleep and wakefulness (W) states. Recording 
electrodes for EEG were placed in the frontal cortex (AP 
= + 3.0; ML = 2.0), parietal cortex (AP = −4.0, ML = 3.0), 
occipital cortex (AP = −7.0, ML = 3.0), and an electrode was 
placed over the cerebellum as a reference (AP = −11.0, ML 
= 0.0)13. Two additional stainless-steel screws were implanted 
into the skull as anchors. All electrodes were soldered to a six-
pin connector and cemented to the skull using dental acrylic.

Experimental design

All experiments were performed between PPD6-8 
during the light phase of  the cycle. A baseline recording was 
performed the day before the beginning of  the experimental 
sessions to corroborate that all sleep parameters and maternal 
behaviors were adequate. Sixteen rats were assigned randomly 
to one of  two independent groups: HAL (n = 8) or MID 
(n = 8). Within each group, each animal received two i.p. 
injections on PPD6 and PPD8: 1. HAL (0.4 mg/kg) and 
vehicle (distilled water), or 2. MID (6.0 mg/kg) and vehicle 
(distilled water) in a counterbalanced design in such a way that 
half  of  the animals in each group received a drug injection 
on PPD6 and a vehicle injection on PPD8, while the other 
half  received the opposite protocol injection. No drug was 
administered in the day between experimental sessions.

Drugs

The drugs used were HAL (0.4 mg/kg i.p., Fármaco 
Uruguayo, Uruguay) and MID (6.0 mg/kg ip, Laboratorio 
Roche, Uruguay). We selected HAL dose considering that most 
reductions in maternal behavior parameters were affected by 
this dose14. In addition, sleep enhancement is observed from 0.2 
up to 3.0 mg/kg HAL in male rats15-18. The dose of  MID was 
selected because it represent an intermediate dose among those 
reported in several studies of  sleep parameters in male  rats, that 
vary from 3 to 10 mg/kg19-21. As far as we know, there are no 
studies that used MID in lactating rats.
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Experimental sessions

During each experimental day, pups were removed from 
the maternal cage and placed under a heat lamp at 9 a.m. for four 
hours. One hour (for HAL) or fifteen minutes (for MID) before 
the reunion with the pups, each female rat was injected with the 
drug or vehicle, returned to the home cage and connected to 
the recording system for posterior polysomnographic recording 
(protocol adapted from22; because MID effects where already 
evident a few minutes after injection, latency was shortened to 15 
minutes). When maternal separation was completed, the entire litter 
was weighed and scattered in the maternal cage opposite to the nest 
and the polysomnographic and maternal behavior recordings were 
initiated. After four-hour-session, each mother rat was disconnected 
from the recording device and the entire litter was weighed again 
(adapted from23). This procedure was repeated twice in each rat, 
once with vehicle and the other with the corresponding drug.

Maternal behavior

The number of  retrievals of  the pups into the nest 
and the latency to group the entire litter were measured. If  the 
mother did not retrieve a pup into the nest after five min after 
placing the pups in the cage, the pup was placed in the nest by 
the researcher and the latency to reunite the entire litter was 
assigned as 300 seconds24.

Latency to the adoption of  a nursing posture and the 
total duration of  these postures were measured. The total 
nursing time was calculated for the 4-h-recording session and 
for each hour separately from digital videos captured using a 
video tape recording attached to the Spike 2 software (CED, 
Cambridge, UK). Nursing postures included kyphotic and 
supine ones (adapted from12, 25). In addition, the number of  
milk ejections was quantified indirectly through the stretching 
behavior of  the pups26, 27. The litter weight gain (LWG) was used 
as an indirect measurement of  the amount of  ejected milk14, 28 
and was calculated as the percentage of  the difference between 
the final and initial weight of  the entire litter.

Sleep recording

Bioelectric signals were amplified (×1000), filtered 
(0.1–500 Hz), sampled (1024 Hz, 16 bits) and stored in a PC 
for further analysis using the Spike 2 software. The states of  
light sleep (LS), slow wave sleep (SWS), intermediate stage (IS, 
transition from SWS to REM sleep), REM sleep and W were 
determined in 5-s epochs with standard criteria28, 29.

Total time spent in W, LS, SWS, no-REM sleep (NREM, 
LS + SWS), IS and REM sleep over the total recording time and 
each hour separately were analyzed. In addition, sleep latencies 
(first episodes ≥ 20 s from the beginning of  the recordings), 
number, and duration of  episodes of  each state were calculated.

Statistics

Data from maternal parameters did not follow a 
normal distribution (Kolmogorov-Smirnov test, p < 0.05). 
Thus, maternal parameters are presented as median ± SIQR 
(semi-interquartile range) and statistical differences between 
experimental and control groups were evaluated using a 
Wilcoxon test for paired samples30. As sleep data follow a 
normal distribution (Kolmogorov-Smirnov test, p > 0.05), 
values are presented as mean ± S.E.M. (standard error) and 
comparisons between experimental and control groups were 
performed by means of  the Student t-test for dependent 
samples. The criterion used to discard the null hypotheses in 
all cases was p < 0.05.

RESULTS

Effects of  i.p. injection of  HAL

Maternal Behavior

The results of  the effects of  HAL on maternal behavior 
are shown in Table 1. The number of  pups’ retrievings significantly 
decreased and the latency to group the entire into the nest significantly 
increased after HAL treatment compared to control treatment. 

Table 1. Effects of  i.p. injections of  haloperidol (HAL) on maternal behavior parameters during 4-hour sessions.

Vehicle HAL
Wilcoxon

T p

Number of  retrievings 6.00 ± 0.75 1.50 ± 1.13 3 0.036

Reunion litter (sec) 113.00 ± 44.63 300.00 ± 0.00* 0 0.012

Nursing latency (min) 7.29 ± 1.66 5.46 ± 2.07 9 0.208

Number of  nursing episodes 16.00 ± 1.75 6.50 ± 1.50* 0 0.012

Nursing Episodes duration (min) 9.90 ± 1.51 36.19 ± 10.26* 0 0.012

Nursing duration (min):  

        Total recording time 169.08 ± 10.95 226.79 ± 7.40* 0 0.012

        First hour 39.38 ± 1.85 54.29 ± 3.20* 0 0.012

        Second hour 44.83 ± 6.24 60.00 ± 0.59* 0 0.012

       Third hour 48.92 ± 1.54 58.75 ± 2.02* 1 0.028

       Fourth hour 34.71 ± 6.04 57.00 ± 3.29* 0 0.012

Number of  milk ejections 20.50 ± 2.38 22.50 ± 4.63 6.5 0.107

Litter weight gain (%) 5.75 ± 0.58 8.48 ± 1.81* 0 0.012
Data are presented as median ± semi-interquartile range of  eight rats. Significant differences were evaluated using a Wilcoxon test for paired samples and indicate by asterisks.
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In addition, while all rats treated with vehicle were able to group 
the entire litter into the nest within the five initial minutes after 
the reunion with the pups, none of  the eight rats treated with 
HAL could group the entire litter into the nest within the five 
minutes after reunion.

Furthermore, HAL treatment produced a significant 
increase in females’ nursing time compared to that of  females 
treated with vehicle; this enhancement was observed both 
in the total recording time and in each hour independently 
(Table 1). Besides, HAL-treated mothers exhibited a reduced 
number of  nursing bouts with longer duration compared to 
that of  vehicle treated mothers, while the latency to begin 
nursing did not differ between groups (Table 1). In accordance, 
LWG increased in HAL group compared to that of  control 
group, but the number of  milk ejections did not vary between 
groups (Table 1).

Sleep and waking states

The effects of  HAL on sleep parameters are shown 
in Table 2 and Figure 1. HAL treated females showed a 
significant reduction in the time spent in W compared to that 
of  the vehicle treated group, both in the total recoding time 
and in each hour separately. Also, HAL produced an increase 
in the number but a decrease in the duration of  W episodes 
compared to control values (Table 2).

Moreover, HAL treatment produced similar modifications 
in LS and SWS. Specifically, HAL-treated mothers spent more 
time in these two stages, both in the total recording time and 
the first two hours when analyzed independently (Table 2 and 
Figure 1). In addition, the number of  LS and SWS episodes 
was significantly increased compared to that of  control mothers 
but their duration remained unchanged (Table 2). The latency to 
NREM sleep decreased after HAL treatment compared to that 
of  the control group (Table 2).

The time mothers spent in IS increased after HAL 
compared to that of  vehicle treatment, both in the entire recording 
session and in each hour individually, except for the third hour 
(see Table 2 and Figure 1); this effect was at the expense of  a 
significant increase in the number of  episodes (Table 2).

None of  the REM sleep parameters studied varied 
between HAL and vehicle treatment (Table 2 and Figure 1).

Effects of  i.p. injection of  MID

Maternal Behavior

Table 3 shows the results of  MID on maternal behavior. 
The number of  retrievings did not vary between groups, most 
MID-treated mothers (six out of  eight) were unable to group 
the entire litter into the nest within the first five minutes after 
the reunion of  the pups, while all control mothers grouped the 
entire litter within this time.

Vehicle HAL
T-Test

t p

Wakefulness     

Total duration (min) 100.74 ± 9.22 59.94 ± 8.93* 5.520 0.001

Number of  episodes 130.25 ± 4.91 168.38 ± 11.31* 2.908 0.023

Episodes duration (min) 0.78 ± 0.07 0.35 ± 0.04* 9.044 0.000

Light Sleep     

Total duration (min) 23.31 ± 1.76 32.56 ± 2.10* 3.455 0.011

Number of  episodes 171.63 ± 9.03 240.75 ± 18.73* 3.206 0.015

Episodes duration (min) 0.14 ± 0.01 0.14 ± 0.01 0.621 0.554

Slow Wave Sleep     

Total duration (min) 90.84 ± 8.31 114.64 ± 8.90* 3.528 0.010

Number of  episodes 137.38 ± 6.71 210.13 ± 14.63* 4.641 0.002

Episodes duration (min) 0.67 ± 0.08 0.57 ± 0.06 1.082 0.315

Intermediate stage     

Total duration (min) 8.60 ± 0.99 16.16 ± 2.65* 3.520 0.010

Number of  episodes 26.63 ± 2.99 50.38 ± 7.35* 3.082 0.018

Episodes duration (min) 0.33 ± 0.02 0.33 ± 0.05 0.053 0.960

REM Sleep     

Total duration (min) 16.51 ± 1.97 16.70 ± 1.93 0.055 0.958

Number of  episodes 17.63 ± 2.25 26.63 ± 4.34 1.611 0.151

Episodes duration (min) 0.97 ± 0.09 0.68 ± 0.08 2.293 0.056

Total NREM duration (min) 114,15 ± 22,88 147,20 ± 23.66* 6,474 0.000

Latency REM (min) 57.44 ± 10.16 57.21 ± 6.09 0.016 0.987

Latency NREM (min) 9.14 ± 1.75 4.91 ± 0.70* 2.979 0.021

Table 2. Effects of  i.p. injections of  haloperidol (HAL) on sleep and waking parameters during 4-hour sessions.

Data are presented as mean ± standard error of  eight rats. Significant differences were evaluated using a t-test for paired samples and indicate by asterisks. 
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Figure 1. Effects of  haloperidol and midazolam on sleep and waking states. Graphic charts show the mean time spent in wakefulness, light sleep, slow wave sleep, intermediate 
stage and REM sleep after administration i.p. of  haloperidol (HAL, 0.4 mg/kg), midazolam (MID, 6.0 mg/kg) or its corresponding vehicles during each hour of  the total recording 
time. Differences were determined by means of  the Student t-test for paired samples. Asterisks (*) indicate significant differences compared to control values (p < 0.05).
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In addition, nursing episodes of  MID-treated mothers 
were fewer but longer when compared to those of  the vehicle 
treated group. MID treatment did not provoke additional 
significant changes in other maternal behaviors analyzed 
(see Table 3).

Sleep and waking states

The total time spent in W as well as the time spent during 
the first hour was significantly reduced in the MID treated 
group compared to those of  vehicle group. Also, the number 
of  W episodes decreased in the MID group when compared to 
control group (Table 4).

Vehicle MID
Wilcoxon

T p

Number of  retrievings 6.50 ± 0.50 3.50 ± 2.88 9 0.208

Reunion litter (sec) 88.00 ± 31.00 300.00 ± 7.63* 1 0.017

Nursing latency (min) 66.00 ± 41.75 63.00 ± 16.25 16 0.779

Number of  nursing episodes 16.00 ± 3.50 6.50 ± 0.88* 0 0.012

Nursing Episodes duration (min) 12.14 ± 1.45 28.86 ± 4.03* 1 0.017

Nursing duration (min):  

        Total recording time 179.04 ± 20.88 207.04 ± 19.51 16 0.779

        First hour 41.00 ± 5.16 48.50 ± 4.13 9 0.208

        Second hour 50.58 ± 6.70 56.25 ± 3.18 10 0.499

       Third hour 50.54 ± 6.27 57.25 ± 6.67 13 0.866

       Fourth hour 48.96 ± 13.52 46.50 ± 8.64 17 0.889

Number of  milk ejections 19.00 ± 2.13 20.50 ± 3.75 16 0.779

Litter weight gain (%) 6.50 ± 0.22 4.66 ± 0.22 8 0.161

Table 3. Effects of  i.p. injections of  midazolam (MID) on maternal behavior parameters during 4-hour sessions.

Data are presented as median ± semi-interquartile range of  eight rats. Significant differences were evaluated using a Wilcoxon test for paired samples and indicate by asterisks.

Vehicle MID
T-Test

t p

Wakefulness     

Total duration (min) 87.30 ± 6.83 56.65 ± 4.98* 4.777 0.002

Number of  episodes 139.63 ± 8.13 110.13 ± 10.16* 3.225 0.015

Episodes duration (min) 0.63 ± 0.05 0.54 ± 0.06 1.572 0.160

Light Sleep (LS)     

Total duration (min) 32.01 ± 4.53 17.53 ± 1.36* 3.618 0.009

Number of  episodes 198.13 ± 16.18 133.50 ± 12.73* 4.501 0.003

Episodes duration (min) 0.16 ± 0.01 0.13 ± 0.00 1.984 0.088

Slow Wave Sleep (SWS)     

Total duration (min) 95.23 ± 6.35 141.00 ± 5.21* 7.132 0.000

Number of  episodes 156.88 ± 10.23 129.13 ± 13.36 1.693 0.134

Episodes duration (min) 0.62 ± 0.05 1.17 ± 0.12* 4.773 0.002

Intermediate stage (IS)     

Total duration (min) 6.50 ± 1.46 8.83 ± 1.61 1.847 0.107

Number of  episodes 24.63 ± 3.42 28.88 ± 5.97 0.835 0.431

Episodes duration (min) 0.25 ± 0.02 0.32 ± 0.03 2.194 0.064

REM Sleep     

Total duration (min) 18.96 ± 2.26 15.99 ± 1.52 1.557 0.163

Number of  episodes 19.75 ± 2.12 21.50 ± 3.96 0.566 0.589

Episodes duration (min) 0.98 ± 0.12 0.98 ± 0.23 0.020 0.985

Total NREM duration (min) 127.24 ± 14.54 158.53 ± 13.98* 5,041 0.001

Latency REM (min) 54.66 ± 4.50 68.74 ± 13.70 1.223 0.261

Latency NREM (min) 8.70 ± 0.97 4.09 ± 0.69* 3.136 0.016

Table 4. Effects of  i.p. injections of  midazolam (MID) on sleep and waking parameters during 4-hour sessions. 

Data are presented as mean ± standard error of  eight rats. Significant differences were evaluated using a t-test for paired samples and indicate by asterisks. 
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MID-treated mothers spent significantly less time in LS 
during the total recording time and during the first three hours 
individually (see Table 4, Figure 1). Also, the number of  LS episodes 
decreased after MID treatment compared to control group.

The time spent in SWS in the entire recording session 
and during the first three hours individually was increased after 
MID compared to vehicle injection (Table 4 and Figure 1). In 
addition, the duration of  episodes was significantly increased 
after MID treatment. The latency to NREM sleep decreased 
with MID treatment (see Table 4).

Sleep parameters of  IS and REM did not differ between 
groups (Table 4 and Figure 1).

DISCUSSION
In the present study, we showed that the systemic 

administration of  two drugs, HAL and MID, commonly used 
in clinical practice, affected the maternal behavior and sleep 
parameters of  postpartum female rats in a specific way. In 
addition, we described for the first time the effects of  HAL on 
the transitional stage to REM sleep, showing that a significant 
increase was observed.

Effect of  HAL on Maternal Behavior

HAL-treated mothers were unable to reunite the entire 
litter into the nest and, consequently, the latency to retrieve 
the entire litter increased compared to that of  vehicle treated 
mothers. In addition, the number of  retrievals displayed by 
HAL-treated mothers significantly decreased. These effects are 
similar to those previously reported22, 24, 31, showing that HAL 
disrupts most active components of  maternal behavior. It could 
be argued that these deficits are related to motor impairment 
provoked by HAL32-34. However, Giordano et al. (1990) show 
that postpartum females treated with HAL, which were not 
able to reunite the entire litter into the nest, could transport 
food, suggesting that the drug may specifically affect maternal 
behavior24. In the same line, Li (2015) found that non-cataleptic 
doses of  HAL produce deficits in active maternal behavior 
suggesting that the effects of  dopaminergic antagonists would 
be mainly motivational35. In same sense, Zaho et al. (2009) 
postulate that the sedative effects of  these drugs would not be 
the underlying cause of  the reduction in the active components 
of  maternal behavior but probably a reduction in motivation36.

Several studies show that HAL, acting in the 
mesocorticolimbic dopamine (DA) system, interferes with the 
motivational aspects of  maternal behavior. Particularly, both 
the systemic administration of  DA receptor antagonists22,24,35 as 
well as the micro-injection of  DA receptor antagonists into the 
nucleus accumbens37,38 disrupt most forms of  active maternal 
behaviors, such as retrieval and grouping of  the pups at the nest 
site, pup licking and nest building. Also, it has been reported that 
the interaction of  the mother with the pups is associated with 
increases in DA release39 and cFos expression in the nucleus 
accumbens of  the mothers40,41.

Together with a reduction in active maternal behavior, 
we found an increase in the total nursing time after HAL 
treatment. Interestingly, previous studies have shown that 
the interference with the DA system only affect the active 
maternal behavior while leaving nursing, a motorically 
inactive behavior, relatively intact or even promoting it14,24. 
Even if  most evidences show that HAL interferes with 
maternal motivation, in the present study we observed that 
HAL promoted NREM sleep. This somnogenic effect of  
HAL could account, at least in part, for the prolonged time in 
nursing positions of  mother rats.

We also observed that the LWG, an indirect measure of  
the amount of  milk ejected28,42, increased after HAL treatment, 
as previously described by Stern (1991)14. However, the number 
of  pups’ stretching responses, an indirect measure of  the 
number of  milk ejections26, did not differ between groups.  It 
is well established that HAL produces an increase in serum 
prolactin43-46 and, therefore, in the amount of  milk produced47. 
Hence, we can speculate that HAL induced an increase in the 
synthesis of  milk produced, thus enhancing the total milk 
ejected during the 4-hour-recording session. However, we 
cannot discard that other factors can influence final weight 
litter. For instance, it has been reported that mother rats treated 
with HAL showed a reduction in ano-genital licking31 probably 
decreasing pups’ urination and defecation which in turn, could 
affect litter weight.

Effect of  HAL on sleep and waking states

The systemic injection of  HAL produced a decrease 
in W, an effect that has already been evidenced in previous 
studies in male rats16, 18. In addition, this reduction of  W 
was characterized by shorter but more frequent W episodes 
compared to those of  control group. In contrast, Monti (1968) 
observed in cats that HAL (4 mg/kg) decreases the number of  
W episodes48. A putative explanation to this opposite effect 
could rely on the unique sleep profile of  lactating females, 
which show a higher number of  awakenings throughout the 
sleep-wake cycle than males49. These micro-arousals, possibly 
caused by milk ejections50 or by the interaction with the pups12, 
could have been intensified after HAL treatment.

 We observed that the total time in both LS and SWS 
was longer in HAL-treated mothers compared to control rats. 
The promotion of  SWS after HAL treatment has already been 
evidenced in male rats, but no LS alteration was reported16,18. 
Again, the particular sleep pattern observed in lactating females 
could account for this difference.

Possible mechanisms by which HAL promotes SWS 
could rely on the inhibition of  the dopaminergic circuits of  
the ascending activating reticular system51 or on the increase 
of  prolactin release, a sleep-promoting hormone52,53. There 
are anatomic and functional changes in critical areas for sleep 
generation in lactating females54-57 which could explain the 
differences between present results and male studies.
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Effect of  MID on Maternal Behavior

We show that most MID-treated mothers were unable 
to group the entire litter into the nest within the first five 
minutes after the reunion of  the pups compared to the 
control group, but the number of  retrievals were unaffected. 
In this sense, Ferreira et al. (2000) previously showed that 
diazepam, also a benzodiazepine receptor agonist, reduced 
active maternal components (however, also see59). In this 
study, the  inhibition of  some components o the maternal 
behavior  after benzodiazepines cannot b explained on the 
basis of  motor impairments because maternal inhibitory 
effects were found without motor disturbances58.

In present study, we also showed that MID-treated 
and control mothers invested similar time in nursing the 
pups. However, the distribution of  this time was different. 
Particularly, the nursing episodes displayed by MID-treated 
mothers were fewer but longer than those of  control mothers. 
It could be suggested that the somnogenic effect of  MID 
could lead to the delay to reunite the entire litter into the nest 
and also contribute to promote more consolidated nursing 
episodes.

Effect of  MID on sleep and waking states

The systemic administration of  MID produced a 
reduction in W time. This effect was similar to that described 
for male rats19,20. In this sense, Depoortere et al. (1995) 
evaluated MID (10 mg/kg) effect during the dark phase of  the 
light-dark cycle and found a W reduction in the third hour with 
no reduction of  W over the total recording time20. We found 
similar effects during the light phase with a slighter dose, but 
changes were only detected in the first hour of  recording.

In addition, MID produced an increase in the total 
duration of  NREM sleep. Specifically, the time spent in SWS 
was increased at the expense of  an increase of  the duration 
of  its episodes. On the contrary, the time spent in LS was 
reduced compared to control values with a reduction both 
in the duration and in the number of  its episodes. Previous 
works in male rats reported an increase in NREM sleep20,21. 
However, these studies did not sub-classify NREM into SWS 
and LS. In addition,19 distinguishes SWS from LS showing no 
differences in SWS but increases in LS after MID treatment in 
male rats. However, sleep stadification includes sleep spindles 
in LS. This methodological difference makes not possible to 
compare these latter results with the results obtained in the 
present study.

Overall, MID sleeping effects on lactating dams seem to 
be the consolidation of  SWS episodes, increasing the capacity 
to maintain SWS episodes with few W and LS occurrences. 
Through the facilitation of  GABA-A receptors activity mainly 
on the reticular activating system60, MID might disinhibit 
certain nuclei of  the preoptic area, the key center of  NREM 
sleep. Interesting this same area is crucial in the control of  
maternal behavior.

GENERAL REMARKS
The present experiments show that two drugs, HAL and 

MID, extensively used in clinical studies, affected the maternal 
behavior and sleep of  postpartum rats. Thus, while HAL 
reduced the number of  retrievals, disrupted the grouping of  the 
pups into the nest and increased the time spent nursing, MID 
reduced pups’ grouping without affecting the nursing time. In 
addition, while HAL increased the time spent in SWS and IS 
without provoking changes in REM, MID decreased the time 
spent in LS, increased the time spent in SWS, while IS and REM 
remained unchanged. These differences may be caused by the 
pharmacological characteristics of  the drugs. In addition, some 
differences between present and previous studies performed 
in males might respond to the physiological changes in the 
female physiology during the postpartum period, stressing 
the importance of  drug studies performed during this unique 
period in the female’ life.
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INTRODUCTION
Endogenous circadian clocks enable animals to anticipate 

changes in physiology and behavior to the daily changes in the 
environment synchronizing their internal state with the 24-
hour environmental cycles. Our knowledge of  the function and 
mechanism of  these clocks has grown extensively in different levels 
of  organizations such as molecular, cellular, tissue and organs. Most 
of  the studies of  the mechanisms and nature of  the clock itself  has 
been done in the laboratory, under controlled conditions1,2. Using 
the laboratory approach, several endogenous circadian rhythms 
were described in a diverse range of  organisms, from mammals 
to birds, insects and the molecular clocks of  bacteria. However, 
the physiology and behavior of  a laboratory animal can be 
unrepresentative of  what happens in the field3, 4. Several authors have 
brought the argument that we know very little about the ecological 
significance of  circadian rhythms2,5,6. The central argument is that 
to understand the adaptive significance of  circadian rhythms, the 
diversity of  temporal strategies and how flexible circadian rhythms 
are, we must turn to ecological studies in free-living animals. To 
fill this gap, several recent studies on animal chronobiology have 
been carried out in free-living animals. These studies investigate 
the interplay between the endogenous circadian pacemaker and 
the biotic and abiotic stimuli acting on the plasticity of  overt daily 
rhythms. These studies have suggested that biological rhythms in 
the wild are much more flexible than previously thought7.

The advancement of  chronobiological studies in the field 
has long been challenged by the difficulty of  measuring biological 
rhythms in nature. In the laboratory, locomotor activity and body 
temperature (Tb) rhythms have been widely used due to ease of  
measurement and replicability. Commonly, activity is measured 
by counting running wheel revolutions, by detecting movement 
with an infrared motion sensor placed above the animal’s 
cage or by implanting a wireless activity sensor in the animal8. 
Measurements of  Tb, in turn, are more invasive and can require 
more expensive equipment. Usually, Tb sensors are implanted 
surgically in the peritoneal cavity of  the animal. These sensors 
can either be loggers, in which the data is stored in the device 
or transmitters, which send data to receivers outside the animal9. 
When studying free-living animals, however, many of  these 
commonly used methods to study locomotor activity and Tb 
rhythms are very difficult or simply impossible to be deployed, 
being it because of  technical or financial drawbacks.

Recent technological advances, such as the miniaturization 
of  sensors and logging devices, have opened a wide variety of  
opportunities to study biological rhythms in free-living animals. 
In this mini-review, we will discuss some of  the methods being 
used to assess behavioral and physiological rhythms of  free-
living animals in both populational and individual levels. We will 
focus on methods used in the research of  terrestrial mammals, 
although many of  them can also be deployed to other taxa 
and to aquatic and flying animals10. It is important to note that 
most methods require handling the animal for implanting or 
externally attaching a device. Thus, researchers should always 
take into account any possible effects this manipulation can 
have on the animals and on the data obtained11.

CHRONOBIOLOGICAL STUDIES IN FREE-LIVING 
ANIMALS

Populational Rhythms

Most of  the early investigations of  clocks in the wild 
have been carried out focusing on populational rhythms, using 
observational and trapping methods6,12,13. Using live-traps to infer 
activity rhythms can be done by setting a grid of  traps in the study 
site and then counting the number of  captures for a chosen time 
interval. For example, using hourly record of  vole (Microtus arvalis) 
trappings in the wild it was possible to record the pattern of  daily 
activity in these species and their ultradian components14. If  a 
higher temporal resolution is required, it is possible to combine 
live-trapping and direct observations to record the exact time 
the animals were trapped. Using this approach it was shown that 
Kangaroo rats (genus Dipodomys) display seasonal changes in 
their start and end time of  activity, which might be related to the 
length changes of  sunset12. Both observational and live-trapping 
methods are limited in the range of  habitats and diversity of  
animals they can be applied to. Observational studies have to 
be done in diurnal species living in open habitats, otherwise, it 
becomes unfeasible to observe the study species. Small nocturnal 
animals and animals living in habitats with dense vegetation are 
not well suited for this technique. On the other hand, trapping 
studies face the problems of  how easily individuals of  the study 
species can be trapped6. Both of  the abovementioned examples 
were done in species that are relatively easy to capture in live 
traps. Kangaroo rats, for example, do not exhibit an aversion 
to the traps and manipulation. Voles, in turn, leave recognizable 
tracks aboveground that can guide trap placement and increase 
trapping success.

More recently, the use of  time-stamped camera-trap 
images has expanded the study of  population activity rhythms to 
species that cannot be easily observed or captured15,16. Moreover, 
this non-invasive technique can be used to simultaneously 
monitor several species that occur in the same area. For example, 
Mendes and colleagues17 did an extensive camera-trap study to 
evaluate the changes in daily activity rhythms of  17 rainforest-
dwelling mammal species in response to human disturbance. 
They found out that there was a shift in the timing of  activity 
in highly disturbed areas, with some species becoming more 
nocturnal and others more diurnal. Species that were susceptible 
to preying or hunting were more likely to show activity time 
shifts. Possible drawbacks of  using camera-traps are camera 
placement bias, detectability of  the animals in the camera and 
the assumption that all individuals of  the population will display 
peak activity at the same time15,16.

Individual behavioral rhythms

In general, to study individual daily activity patterns it 
is necessary to continuously follow and record movement and 
behavior of  the same individual for many days18, which can 
be very challenging in the field. Individual monitoring can be 
done using direct observations19,20, but this method restricts 
the monitoring of  the animal to the times when it is visible. 
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For continuous measurements, it is usually required to attach 
a device to the animal. Among the earliest measurements of  
individual activity rhythms using animal-borne devices were those 
using radio telemetry21,22. When using this technique, the animal is 
equipped with a radio telemetry collar that continuously transmits 
a pulse in a certain radiofrequency that can be picked up by a radio 
receiver tuned to the same frequency. This way it is possible to 
locate the animal in the field during defined time intervals. Daily 
activity patterns are inferred by the size of  spatial displacements 
between these time points throughout day and night. Due to the 
availability of  small and lightweight transmitters, this technique 
can be used on mammals of  nearly any size23. Telemetry studies 
are often done manually, thus being very labor-intense and time-
consuming. There are automated telemetry systems, which are 
a feasible alternative to measure activity patterns, as long as the 
technical and financial requirements to set up the system can be 
met and errors due to small body size and large home ranges are 
taken into account24. Another method that can be used to assess 
activity patterns based on animal movement are satellite trackers, 
which previously could only be used in large-sized animals, but 
are currently being miniaturized25. An important advantage of  this 
technique is that data can be obtained remotely, with no need to 
locate the animal after the tag is deployed.

Individual-level rhythms can also be measured with newer 
biologging devices, which are attached to the animal’s body and 
can record onboard physiological and behavioral parameters 
including activity, Tb, heart rate and skin humidity26,27. Given 
the advancements in the biologging technologies, devices are 
now smaller and capable of  recording multiple parameters in a 
frequency of  hundreds of  points per second, providing insight 
into the details of  the animal’s life26. Due to the onboard memory, 
the main drawback of  biologgers is the need to recapture the 
animals to obtain the data.

Examples of  biologging devices used to monitor animal 
behavior in chronobiological studies include lightloggers and 
accelerometers. Lightloggers are devices that were originally 
designed to be used for geolocation in bird migration studies but 
are of  particularly interesting for chronobiology. Lightloggers 
are being used to conduct research on a number of  small rodents, 
recording their temporal patterns of  exposure to light. Studies 
that are benefitted by the use of  lightloggers include research 
on diurnal animals that retreat to nests, subterranean or semi-
fossorial animals and hibernating animals in which exposure to 
light means the animals are active above ground. Accelerometers, 
in turn, are tri-axial devices that continuously record fine-scale 
movement. The data generated by accelerometers can be used 
to quantify gross activity timing, identify behaviors based on 
movement patterns, quantify time-activity budgets and indirectly 
derive energy expenditure26-28.

Lightloggers were used to investigate the daily and 
seasonal patterns of  activity in wild red squirrels (Tamiasciurus 
hudsonicus) and arctic ground squirrels (Urocitellus parryii)29. 
Using these devices, they could calculate the total time outside 
of  the nest, the number of  activity bouts per day, time of  the 
first emergence in the morning and return to nest at night. 

They showed that the level of  activity was flexible and correlated 
with changes in the thermoregulatory conditions of  the 
environment. On a different rodent species, the tuco-tuco (genus 
Ctenomys), a combination of  lightloggers and accelerometry was 
used to investigate the activity patterns of  a subterranean rodent 
in outdoor enclosures30. In this study, accelerometers were 
used to record gross motor activity while lightloggers recorded 
time on surface. A combination of  both methods, therefore, 
could discriminate levels of  aboveground activity and below-
ground activity when the animal is inside its burrow system. The 
study showed that time of  day and temperature were the main 
environmental conditions modulating time spent on the surface30 
and that there was a shift from diurnal to nocturnal levels of  activity 
when the same animals were transferred from outdoor enclosure 
to controlled laboratory conditions30,31. Although this study was 
done in outdoor enclosures, this approach can also be used in free-
ranging animals. Shifts in the timing of  activity are also known to 
happen in other species of  rodents besides Ctenomys sp.7,32 and are 
among the most dramatic discrepancies between rhythms in the 
field and lab. Biologgers are a helpful addition to approach this 
phenomenon at the individual level and boost this investigation. 
The examples provided here highlight possible scenarios where the 
use of  biologging devices can be used to reveal the intimacy and 
complexity of  rhythms in the wild, investigating chronobiological 
questions and the flexibility of  circadian and seasonal rhythms.

Other alternative technologies can be used to assess 
rhythms in the wild, such as RFID (Radio Frequency 
Identification) and newly developed ones such as the BATS 
system. RFID are small tags that can be used to identify 
individuals in a population Passive RFID tags do not require 
their battery to operate and are powered by the energy from 
the reader’s radio waves. They are largely used to identify farm 
and laboratory animals, being very small and attached either 
externally or subcutaneously. RFID tags can be used to record 
activity rhythms by placing readers in locations that the animals 
visit regularly, such as nests or feeders. This setup allows the 
recording of  the rhythmicity of  visits to a specific location 
where the reader is placed33. Although this technique is usually 
deployed in outdoor enclosures it could be used in free-living 
animals that have fixed nests or feeding locations. The BATS 
system is an interesting technology that is fully automated34,35. 
It is composed of  small lightweight proximity sensors and a set 
of  receiver stations that are distributed in the study site. The 
proximity sensors can record interactions between two animals 
in a sampling rate of  seconds and then transmit these data to the 
base stations. This system can also be used to derive movement 
trajectory even in structurally complex habitats35. Ripperger 
and colleagues have used this system to study the behavioral 
ecology of  bats, such as the mother-offspring interactions in 
noctule bats (Nyctalus noctule)36 and the social structure of  the 
common vampire bats (Desmodus rotundus)37. Although the BATS 
system was developed to investigate a different set of  questions 
it seems to be a great new technology to assist in the study of  
reproduction, social synchronization and the social influences 
on biological rhythms.



90Chronobiology in the wild: toolkit to study daily rhythms in free-living animals

XV Latin American Symposium on Chronobiology 2019

Physiological rhythms

Biologgers can also be used to assess daily rhythms 
of  physiological variables, enabling the investigation of  
physiological adjustments to the changes in environmental 
conditions faced by free-living animals. Tb is the physiological 
variable most studied in wild chronobiology. It is usually 
measured and recorded by temperature loggers implanted into 
the abdomen. This method was used to monitor Tb in free-
living arctic ground squirrels (Urocitellus parryii) throughout 
the year, showing that in these animals Tb is arrhythmic 
during hibernation but displays an entrained 24-hour rhythm 
in the active season even during the weeks of  constant sun38. 
Monitoring of  Tb was also used to record dramatic shifts from 
diurnality to nocturnality when golden spiny mice (Acomys 
russatus) were transferred from large outdoor enclosures to 
the laboratory39. This study is a clear example of  how the 
assessment of  physiological rhythms can be important in 
the investigation of  the plasticity of  biological rhythms, 
since the same physiological variable can be measured in 
both conditions, as opposed to measuring different types of  
behavioral rhythms under field and laboratory conditions 
(e.g. foraging in the field and wheel running in the laboratory).

In the laboratory, energy expenditure rhythms can be 
assessed by measuring hourly rates of  oxygen consumption 
using respirometry chambers, for instance, which is not 
possible in free-living animals. Since heart rate can be a proxy 
to energy expenditure, it is a valuable physiological variable in 
chronobiological studies involving energetics. Heart rate sensors 
can be attached to the skin, implanted subcutaneously40 or even 
placed non-surgically in the reticulum of  ruminants41. These 
devices can either be loggers40 or transmitters41.

Brain electrical activity is also of  interest to 
chronobiological studies since it can be used to investigate sleep 
patterns. Recently, miniature loggers have been developed to 
measure electrophysiological brain activity42,43. Studies using 
these loggers have, for instance, provided insights into the 
ecology of  sleep in sloths44 and even indicated that birds can 
sleep during flight45.

CONCLUSION
In this mini-review, we highlighted some, but not all, 

methods that can be applied in chronobiological studies in 
the wild.  There is a range of  new devices and techniques 
currently being developed that could be applied to free-
living animals to assess biological rhythms. The combination 
of  different devices can also be used to discriminate and 
investigate how some behaviors or physiology interact, even 
at the cellular and molecular levels46. The fast methodological 
advancement and the increasing interest of  chronobiologists 
in field studies are key aspects to narrow the gap between 
what we know about the circadian clocks in the lab and what 
we know about their functional significance in nature.
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ABSTRACT
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INTRODUCTION
Almost all organisms have a circadian (i.e., approximate 

24-h period) clock, which allows them to synchronize to cyclic 
environmental variables that change along the day.  Since the 
rotation of  the Earth keeps a stable 24-h period, the light-dark 
(LD) cycle becomes an efficient circadian synchronizer (i.e., 
zeitgeber or “time giver”) for most epigean species1. In mammals, 
the main circadian oscillator is located in the suprachiasmatic 
nuclei of  the hypothalamus (SCN); these nuclei coordinate and 
synchronize circadian oscillators in peripheral tissues, directly 
through endocrine and autonomic pathways, or indirectly 
through behavioral rhythms2. In addition to the photic transitions 
of  the LD cycle, other daily environmental stimuli can act as 
zeitgebers in some species, such as cycles in temperature, food 
availability, social interactions, etc.1.

The main function of  the central SCN clock is to 
synchronize the organism to the environmental cycles, generating 
overt rhythms in behavioral, physiological, and biochemical 
variables. This implies the need of  secondary clocks downstream 
of  the SCN. Indeed, the vast majority of  cells and organs in 
the body are capable of  generating regular cycles of  circadian 
gene expression, thus becoming “peripheral oscillators”3. These 
oscillators are hierarchically coupled in the circadian system 
and regulate specific circadian functions at peripheral tissues or 
organs4. They are coordinated by neuroendocrine, endocrine 
(e.g., melatonin, glucocorticoids) and autonomic outputs of  
the SCN, as well as behavioral outputs generating peripheral 
signals5,6. For example, since the feeding-fasting rhythm is a 
potent zeitgeber for peripheral oscillators involved in energy 
metabolism, the liver circadian clock can be forced to oscillate 
in phase with food availability in restricted feeding protocols, 
independently of  the SCN clock7,8.

The study of  the variability along the day in the 
action of  drugs (i.e., chronopharmacology), is an established 
clinical and experimental field in chronobiology. The daily 
oscillations in physiological and molecular processes generate 
rhythms in the chronopharmacokinetic processes (i.e., 
chronopharmacokinetics), while the oscillations in the targets 
of  these drugs (receptors, enzymes and effector signaling 
systems) determine the chronopharmacodynamics of  drug 
treatment9–11. Thus, detecting these oscillations could help to 
manage the toxicity and effectiveness of  the different drugs by 
controlling their time of  administration. This is the main goal of  
chronopharmacology: to determine the time of  day when the 
therapeutic effect of  a certain drug is maximum and, in turn, to 
minimize its side effects.

In addition, several evidences show the importance 
of  circadian clocks in tumor progression. It has already been 
shown that the pharmacokinetics and dynamics of  various anti-
tumor drugs show circadian variations, depending on the time of  
day they are administered12,13. One of  the goals of  a designed 
chronochemotherapy is to take advantage of  the differential 
responses of  normal and tumor cells in order to reduce side effects. 

Such cells might differ in their circadian rhythmicity14,15, generating 
a differential sensitivity to drugs related to contrasting 
pharmacokinetic and dynamic mechanisms. Within these 
differential mechanisms, the production of  toxic metabolites at 
different times of  the day, and circadian variations in cell defense 
mechanisms, can be important for chronopharmacology16,17. 
Therefore, in order to achieve minimal toxicity on normal cells 
(and maximal on tumors), the time of  administration might be 
crucial for optimal therapies.

In this paper we review the actual knowledge regarding 
chronopharmacology of  anti-tumor therapies at both cellular 
and system levels, considering its implications for future cancer 
chronotherapies.

MOLECULAR COMPONENTS OF THE 
MAMMALIAN CIRCADIAN CLOCK.

The circadian system is a hierarchical, multi oscillator 
network that coordinates daily rhythms in physiology and 
behavior. At the cellular level, the core circadian mechanism 
involves positive and negative transcriptional-translational 
feedback loops generated by a group of  highly conserved clock 
genes18. The positive loop is based on a transcription factor 
formed by proteins encoded by clock (Circadian Locomotor 
Output Cycles Kaput) and aryl hydrocarbon receptor nuclear 
translocator (ARNT)-like 1 (or brain and muscle ARNT-like 
1, bmal1) genes. The CLOCK and BMAL1 proteins form a 
heterodimer that activates the transcription of  the period (per) 1, 
2 and 3, and cryptochrome (cry) 1 and 2 genes, in addition to other 
clock-controlled genes. Such activation can occur by binding the 
heterodimer to specific E-Box sites in the per and cry genes. The 
negative feedback loop is carried out by the heterodimer formed 
by the PER1-2 and CRY1-2 proteins, which is translocated to 
the nucleus and binds to the CLOCK-BMAL1 heterodimer to 
inhibit its own transcription. A whole cycle of  feedback lasts 
approximately 24 h, constituting the circadian molecular clock19. 
In addition to the primary feedback loop, there is a secondary 
negative feedback loop that involves nuclear receptors related to 
retinoic acid, REV-ERB-α and ROR-α. These genes are activated 
by the CLOCK-BMAL1 heterodimer (Fig.1). In turn, the 
proteins encoded by REV-ERB-α and ROR-α compete to bind 
to the RORE response elements, present in the bmal1 promoter, 
inhibiting or activating their expression, respectively. These 
proteins, therefore, regulate the expression of  bmal1. While 
this secondary loop is not essential for the molecular clock, it 
is hypothesized that it provides robustness to the system20, 21. 
While mRNA levels of  per1, 2 and 3, cry 1 and 2, Rorα, and Rev-
Erbα have their maximum during the day, Bmal1 mRNA levels 
exhibit their maximum during the night20. Post-transcriptional 
modifications and degradation of  clock proteins are essential to 
determine the periodicity of  the clock. For instance, the casein 
kinase 1 epsilon and 1 delta (CK1ε and CK1δ) are responsible 
for the phosphorylation of  PERs and CRYs to promote their 
degradation by ubiquitination22.
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THE LINK BETWEEN CIRCADIAN RHYTHMS 
AND CANCER.

There is evidence about the importance of  the 
circadian clock in tumor progression. Chronic disruption 
of  biological rhythms due to deficient circadian regulation 
and/or photic synchronization generates physiological 
alterations that could lead to pathology. For instance, it has 
been observed in mice that imposing frequent advances 
of  the LD cycle (i.e, chronic jet-lag) generates behavioral 
desynchronization promoting circadian misalignment of  
peripheral organs, increasing angiogenesis and accelerating 
tumor progression23–25. Significantly, it has been reported that 
work in rotating shifts augments the incidence of  certain 
types of  cancers26, 27, being declared a risk factor by the World 
Health Organization24.

Tumor growth can be regulated by genes that are 
part of  the molecular circadian clock and are also related 
to pathways important in the progression of  this disease, 
such as the cell division cycle and the DNA repair system, 
among others16,17. For instance, in human osteosarcoma 
cells, G1/S cell cycle regulators mediate effects of  circadian 
dysregulation on tumor growth and provide targets for timed 
anticancer treatment28,29, among other examples. On the 
other hand, stable circadian rhythms were reported in various 
tumor cell lines, as well as in primary tumor cells cultured 
from biopsies14,15,30. However, variability in the circadian 
period was observed depending either on the type of  cell 
or on the patient: 24-h rhythms were found in glioblastoma 
patient-derived cells15, in low-grade breast cancer cells31 and 
colorectal cancer cells32.

It is possible that tumor development at the molecular 
level is linked to disrupted circadian control of  the cell cycle, 
which involves many factors, such as phosphorylation of  kinases, 
their binding to cyclins, anaphase-promoting complexes that 
promote cyclin degradation and activation of  various key genes 
and its pathways, such as wee1, cdc2, p21 and p53 (16,17,33,34). It 
has already been shown that BMAL1 induces the expression of  
WEE1 (16) and other cell’cycle genes, directly or indirectly, as 
well as those coding for Cyclin D35, Cyclin B,36 and p2137 (Fig.2).

Figure 1. Model of  the molecular circadian clock of  mammals. The main 
feedback loop is carried out by CLOCK and BMAL1. These proteins heterodimerize 
and initiate the transcription of  the genes period (per) 1, 2 and 3, and cryptochrome 
(cry) 1 and 2, in addition to other genes controlled by the clock. The negative 
feedback loop is represented by the heterodimer formed by PER 1 or 2 and CRY 
1 or 2, which translocates to the nucleus and inhibits its own transcription, binding 
the CLOCK-BMAL1 heterodimer. The proteins encoded by REV-ERB-α (REV) and 
ROR-α (ROR) form the secondary negative feedback loop, and compete to bind to 
the RRE response elements, present in the bmal1 promoter, inhibiting or activating 
its expression, respectively.

Figure 2. Circadian control of  the cell cycle. BMAL1 directly controls the 
expression of  the inhibitor kinase Wee1, Cyclin B (triggers G2/M transition), Cyclin 
E (triggers G1/S transition) and Cyclin D (present in M and G1) (dotted arrows). 
It also controls indirectly the inhibitor kinase p21, via REV. BMAL1 controls the 
expression of  the clock gene REV, which controls the expression of  p21. CLOCK 
and BMAL1 stabilize the monomeric GTPase RHOA (particularly in uterine cancer 
cells), a protein that is downstream RAS pathway, by controlling the components 
of  the RhoA-ROCK-CFL pathway in order to promote F-actin formation and 
cell proliferation. PER2 modulates P53 stability (full arrows). Proteins that display 
circadian rhythms are shown. Only some of  the main regulatory interactions are 
shown in this simplified scheme.

A large number of  clinical studies showed aberrant 
expression of  clock genes in various types of  cancer. Per1 and 
per2 have been shown to be downregulated in breast cancer, 
human gastric cancer, head, neck and oral squamous carcinoma, 
and prostate cancer38-41. Several studies in glioblastoma cell lines 
showed a low expression of  cry1 and 2 and an overexpression 
of  clock42. Kiessling et al.  found that B16 murine skin carcinoma 
cells exhibits suppressed oscillation of  clock genes, but treatment 
with dexametasone or forskolin restored these rhythms, which 
resulted in fewer cells in the S phase and more in the G1 phase43. 
Therefore, in several tumoral cells a deregulation or aberrant 
expression in the clock genes implies a deregulation of  the cell 
cycle, which could ultimately involve tumor development44. 
There is evidence that indicates that the circadian genes 
per1 and per2 inhibit the proliferation of  tumor cells by 
controlling the cell cycle, thus acting as tumor suppressors17,34. 
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In vivo, it was shown that PER2 deficiency increased tumor incidence 
generated by irradiation45 and accelerated lung cancer progression 
in nude mice46. The effect of  the per1 and per2 genes in the 
inhibition of  tumor cell proliferation may be due to alterations 
in the expression of  cyclin D1 (an important protein in the 
progression of  the G1-S phase), as well as alterations in the 
expression of  wee1 and cdk1 genes (key regulators at the G2-M 
control point)47. Fu et al. reported that per1 downregulation results 
in a decreased expression of  p53, p16 and p21, and an increased 
expression of  Cyclin D1, B1 and E32. In addition, it has also been 
shown that PER2 modulates p53 stability (Fig.2) and induces 
the transcription of  p53 target genes, such as BAX and SFN48, 
demonstrating that Per2 plays an important role in regulating p53 
pathway and tumor suppression.

  Similar results were found for BMAL1: this protein 
acts as a tumor suppressor gene by positively regulating the 
p53 tumor suppressor pathway in pancreatic cancer49. When 
studying bmal1 knockouts, different carcinogenic effects were 
found. Korkmaz and colleagues described an increase in 
apoptosis in different cell lines of  breast cancer with deficient 
bmal1 gene expression50. Nevertheless, Kettner et al. reported 
that hepatocyte-specific loss of bmal1 enhances the formation 
of  spontaneous hepatocellular carcinoma51. These results are 
coincident with the idea that bmal1 may act in some cancers as a 
tumor suppressor gene while, in other ones, the same gene may 
sustain tumor growth and proliferation.

On the other hand, clock genes can promote cell 
proliferation in different types of  cancer, by regulating 
different proliferative pathways. Yaping et al. showed that 
clock is upregulated in SW480 colorectal cancer cells and that, 
when overexpressed, it enhances migration, suggesting that 
this protein regulates migration in this tumor cell type. Clock 
overexpression also upregulated the expression of  tumor 
angiogenesis related genes, such as HIF-1a and VEGF, thus 
contributing to tumor malignancy52. Ma et al. demonstrated 
that CLOCK and BMAL1 stabilize the monomeric GTPase 
RhoA in uterine cancer cells, by controlling the components of  
the RhoA-ROCK-CFL pathway in order to promote F-actin 
formation and cell proliferation, invasion and migration53 
(Fig.2). In addition, El-Athman et al. reported that colon 
cancer cells with Ras overexpression showed a 2-h longer 
period than wild type cells54.

Indeed, several results suggest that the role of  clock 
genes in tumor progression is complex and depends not only 
on the type of  tumor, but also on the type of  clock gene and 
the molecular oscillation that the cell line displays: some clock 
genes can be promoters of  tumor progression in certain types 
of  cancers, while they can behave as tumor suppressors in 
others. Therefore, studying the relation between the molecular 
clock and each particular type of  cancer is fundamental to 
broaden the understanding of  this illness and to improve 
cancer treatment outcomes.

THE ROAD THAT LEADS FROM CIRCADIAN 
PHYSIOLOGY TO CHRONOPHARMACOLOGY.

The circadian system determines temporal homeorhesis 
in physiology, set signals for both central and peripheral 
oscillators through SCN endocrine and autonomic outputs, 
as well as the activity-rest and feeding-fasting behavioral 
cycles. In consequence, there are rhythms in most hormones, 
cardiac output, blood flow and components, microvascular bed 
dynamics, endothelial barrier function, gastric ph, intestinal 
absorption, liver metabolism and biliary excretion, renal 
clearance, blood brain barrier permeability, etc55–58. Taking 
this into account, it is not surprising that the pharmacokinetic 
and pharmacodynamic properties of  most drugs show daily 
oscillations, determining optimum times for administration that 
increase their therapeutic indexes.

Chronopharmacokinetics

Different rhythms in drug absorption, distribution, 
metabolism, and excretion (ADME) can be described. Drug 
concentrations in body compartments such as the blood and 
the target tissue are regulated by these processes, which can be 
used to determine the pharmacological effects of  drugs. We will 
describe each process in more depth in the next sections.

Absorption

For orally administered drugs, the diurnal variation in 
gastric emptying, gastric pH, motility and peristalsis, enzymes 
and drug transporters expressed in the gut, and ultimately in 
blood flow and perfusion to gastrointestinal tract, determines 
the rhythm in their absorption59. Oral bioavailability of  drugs 
subjected to a significant first-pass effect is likely to show a 
temporal variation in plasma levels.

Goo et al. showed that increased gastric emptying 
and motility during the day, as compared to the night, results 
in increased absorption of  lipophilic drugs when they are 
administered in the morning60. Several lipid transporters, 
such as microsomal triglyceride transfer protein (MTP), 
apolipoprotein B (ApoB), ApoA461, are controlled by the 
circadian clock, resulting in robust oscillations in lipid 
absorption from the intestine62. This circadian oscillation is 
related to the rhythm of  absorption of  some lipophilic drugs, 
such as nifedipine63. Rhythms in protein transporters were 
also described: some members of  the ATP-binding cassette 
(ABC) transporter family (proteins important in transporting 
the drug from inside the cells back to the intestinal lumen), 
such as MDR1 and MCT1, showed circadian oscillations in 
their mRNAs64.

Blood flow and gastric pH are also fundamental for 
drug absorption. It has been described that blood flow peaks 
at the beginning of  the day58, while the acidity of  gastric 
juice peaks in the evening57. Since lipophilic drug absorption 
decreases with pH, this generates an oscillation along the day10. 
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Daily variations in blood flow determines not only differences in 
absorption, but also differential drug distribution and elimination. 
In addition, both drug solubility and route of  administration 
may influence the circadian oscillation in drug absorption. 
Lipid-soluble drugs seem more prone to showing circadian 
temporal variations in pharmacokinetics than water-soluble 
drugs65–67. The reason for this difference may be the oscillations 
in lipid receptors explained above. Of  course, parenteral route 
may minimize these changes, which might be abolished when 
applying intravascular administration.

The multiplicity of  all these factors influence the 
absorption of  several drugs. It has been reported that the 
absorption of  nitrates68, benzodiazepines69, drugs used to 
treat essential hypertension70, and antidepressants71, exhibits 
circadian rhythms. Information about some of  these drugs 
taken the main physiological rhythm underlying their 
chronopharmacokinetic profile, and their efficient time for 
administration, is summarized in Table 1.

Distribution

Little is known regarding the circadian variation 
of  drug distribution. Distribution from the vascular blood 
compartment is mainly affected by blood protein binding, 
blood flow, and capillary perfusion to a given tissue, all of  
which clearly show circadian variations72,73. Two hypotheses 
have been proposed: that the variation of  drug binding to 
plasma proteins, and the variation in both vascular endothelial 
and target cell permeability, influences drug distribution. Angeli 
et al. described the capacity of  prednisolone and cortisol to 
bind serum corticosteroid-binding globulin in humans, being 
maximum at midnight74. Kervezee and colleagues found that the 
concentration of  morphine in the brain of  rats depends on the 
time of  day, showing a 12-hour rhythm, with the lowest values at 
the light-dark transitions, for the transport from brain to blood75. 

Zhang et al. found that the permeability of  the blood brain barrier 
in Drosophila varies with the time of  day, being higher at night. 
This rhythm depends on a molecular clock in the perineurial 
glia55. Nakazato et al. found that bmal1 deficiency in mice 
disrupts the blood brain barrier integrity, suggesting that this 
clock protein plays a fundamental function in brain transport76. 
All these results suggest that the permeability of  cell membranes 
has an important influence on the transport of  many drugs, and 
that further studies should be performed to determine in which 
cases it is important to take this factor into account.

Metabolism

Since the liver represents the main organ involved in the 
metabolism of  xenobiotics, it is fundamental to recognize which 
drug-metabolizing enzymes may have circadian activity. There 
are various enzymes that show diurnal oscillations in the liver, as 
for instance, tyrosine-Q-ketoglutarate transaminase77, steroid 
hydroxylase78 and UDP-glucuronosyltransferases79. Hexobarbital 
oxidase and p-nitroanisole 0-demethylase were the first enzymes 
that demonstrated to have daily rhythms in drug metabolizing 
activity80. After these, many other studies were performed, that 
enable to understand in more depth the circadian rhythmicity of  
drug metabolism. Miyazaki et al. described circadian oscillations 
in the Cytochrome P450s (Cyp) superfamily81, the principal 
enzymes for drug metabolism and detoxification82. Recently, Deng 
et al. found that the peroxisome proliferator-activated receptor 
(Ppar-γ) plays an important role in the circadian regulation of  
hepatic Cyp2a5, demonstrating for the first time that this nuclear 
receptor is a transcriptional activator of  the cytochrome, and its 
rhythmic expression contributes to the circadian expression of  
Cyp2a583. Sulfotransferase 1a1 enzyme was also demonstrated to 
undergo circadian oscillations at both mRNA and protein levels, 
being regulated by BMAL184. The same was described for Flavin-
containing monooxygenase 5, confirming positive regulation of  the 
enzyme by BMAL1 and REV-ERBα85.

Table 1. Efficacy of  a morning versus evening schedule of  certain drugs. The table summarizes examples of  drugs that have been tested in a morning vs. 
evening schedule. The main rhythms that influence chronopharmacokinetic oscillations are listed.

Drug Type Rhythm underlying 
chronopharmacokinetic profile

Most efficacious delivery time Reference

 Isosorbide-5- mononitrate Nitrate BP peak in the morning
Heart rate peak in the morning

Morning 68

Isosorbide dinitrate Nitrate BP peak in the morning
Heart rate peak in the morning

Morning 68

Temazepam (3-hydroxydiazepam) Benzodiazepine Sleep/wake cycle Morning 69
Valsartan Angiostensin II receptor agonist BP peak in the morning

Heart rate peak in the morning
Evening 70

Telmisartan Angiostensin II receptor agonist BP peak in the morning
Heart rate peak in the morning

Evening 70

Olmesartan Angiostensin II receptor agonist BP peak in the morning
Heart rate peak in the morning

Evening 70

Amitriptyline Tricyclic antidepressant Differential absorption Morning 71
Nifedipine Calcium channel blocker Gastric emptying time

Gastrointestinal perfusion
Circadian rhythm of  lipid transporters

Morning 63

Prednisolone Corticosteroid Rhythm in binding to serum 
corticosteroid-binding globulin

Evening 74

Morphine Opioid Rhythm in blood brain barrier Morning 75
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Pethidine, a synthetic narcotic analgesic, was also 
studied. Chengliang et al. studied the influence of  dosing time 
on the chronopharmacokinetics of  pethidine in mice. This drug 
is metabolized to norpethidine into the liver. They observed 
significant dosing-time dependence in the pharmacokinetics of  
pethidine and norpethidine, with a higher peak in serum drug 
concentrations (Cmax) during the dark phase. These results 
suggest that norpethidine is accumulating during the dark phase, 
causing toxicity and adverse reactions if  not administered at the 
right time86.

Excretion

Diurnal rhythms have been described for glomerular 
filtration rate, effective renal plasma flow, tubular secretion, 
urine output, and urinary excretion of  electrolytes87. These 
rhythms influence the differential excretion rates for drugs at 
different times of  the day.  As in the absorption phenomena, 
the excretion is determined by diurnal variations in systemic 
blood pressure, and in urinary pH determining hydrophilic ion 
trapping. The renin-angiotensin system and renal blood flow 
controlling glomerular filtration are also important factors. 
Particularly, urinary pH has been demonstrated to have a 
circadian rhythm, being lower during the night and higher in 
the day88.This effect may explain the diurnal variation in the 
excretion of  amphetamines89.

Circadian modulation of  biliary and fecal elimination 
also contributes to time-dependent excretion. Oh et al. 
reported a circadian rhythm in the expression of  multidrug 
resistance-associated protein 2 (Mrp2), a major mediator of  the 
hepatobiliary transport process that determines the systemic 
and liver exposure for numerous drugs90. These results help to 
explain the daily variation in liver toxicity and drug excretion 
mechanisms.

Chronopharmacodynamics

In addition to chronopharmacokinetics, circadian 
variations in the interaction of  a drug with its target have been 
described, including the affinity of  the drug for its target, the 
amount of  the target present in a given tissue and the baseline 
activity of  the target system10. Globally, rhythmic and temporally 
predictable alterations in either the susceptibility or the sensitivity 
of  a target biological system to a drug are important for clinical 
treatment91. Examples of  this are rhythms in receptor number 
or conformation, secondary messengers, metabolic pathways, 
and/or free-to-bound fraction of  medications92,93. Taken as a 
whole, these effects determine the chronopharmacodynamics 
of  a given drug. 

Cardiovascular drug pharmacodynamics have been 
extensively studied, and there is a great amount of  evidence 
related to the impact of  circadian rhythms on their effects.  
Various β-blockers94, nitrates95, and calcium channel blockers96, 
were applied taking the time of  day into account. Propranolol, 
a drug used for treating hypertension, is currently being applied 
with a chrono drug delivery system in the USA, and the peak of  
its effect was achieved when applied between 8 A.M. and 2 P.M97. 

Given the rapid increase of  blood pressure (BP) in the hours after 
awakening, the administration of  propranolol previously to the 
BP increase helps hypertensive patients to prevent heart attacks 
more efficiently in the hours of  the increased morning risk.

Verapamil, a calcium channel blocker, enalapril, an 
angiotensin-converting-enzyme inhibitor, and losartan, an 
antagonist of  the angiotensin II receptor, are all used for the 
treatment of  cardiovascular disease. Bakris et al. studied these three 
drugs on a chronopharmacological scheme of  administration in 
patients, and found that verapamil was most effective in lowering 
morning systolic and diastolic BP than either enalapril or losartan. 
Thus, verapamil produces changes in BP and pulse that more 
closely match the normal circadian hemodynamic rhythms98. 
Several chronopharmacological studies were performed on other 
calcium channel blockers and, in general, their lowering effect of  
BP was found to be higher in the daytime94.

CHRONOPHARMACOLOGY AND CHRONO-
THERAPY IN CANCER TREATMENT.

More than 30 anticancer drugs have been studied 
using circadian administration schedules, and it was found that 
their effectiveness vary by 50% or more according to the time 
of  administration in mice or rats99. The vast majority of  anti-
cancer drug targets are molecules present in normal cells, so it 
is not surprising that these targets display circadian oscillations 
even in the transformed cells. More than 170 drug targets are 
controlled by the circadian clock100. Drug pharmacokinetics 
can vary with the time of  administration, as explained above. 
Nevertheless, cellular rhythms seem to be the key determinants 
of  anticancer drug chronopharmacology, because they can 
modulate the generation or the catabolism of  intracellular 
cytotoxic substances, their interactions with the molecular 
targets leading to cell dysfunction or death, and the repair 
of  cytotoxic damage101. However, explaining the biology of  
cancer is complex, and, particularly, the circadian rhythms 
vary in each kind of  tumor. To determine the correct dosing 
time for each anticancer drug, it is necessary to evaluate not 
only the chronopharmacokinetics and dynamics of  the drug, 
but also the possibility of  circadian oscillations in their targets, 
even if  the tumor has a different circadian rhythm than normal 
cells. The chronopharmacological approach is fundamental in 
cancer, because it gives the opportunity to find the time of  
day when the toxicity is maximum in the tumoral cells, while 
decreased in normal cells, thereby reducing the adverse effects 
of  chemotherapics.

Time-of-day administration of  drugs

Many chemotherapeutic agents have been studied under 
a chronopharmacological approach. Gorbacheva et al. analyzed 
the circadian administration of  cyclophosphamide. They found, 
in wild type mice, that the sensitivity to the drug varies with the 
time of  day, being greater during the dark-light transition. However, 
clock and bmal1 knockouts show the same sensitivity to the drug 
in all the times of  administration, suggesting that the response 
to cyclophosphamide is regulated by CLOCK/BMAL1102. 
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Slat et al. showed rhythms in apoptosis induced by Temozolomide 
in glioblastoma cell lines, and these rhythms were lost in bmal1 
knockouts, suggesting that circadian sensitivity to Temozolomide 
is also regulated by bmal115. Oxaliplatin is maybe one of  the 
most paradigmatic examples in cancer chronotherapies. In 1990, 
the drug was discarded to treat colorectal cancer because of  its 
excessive toxicity, particularly in the liver and kidney103. In 1993, 
Levi et al. studied the therapeutic index of  this drug in clinical 
phase I chronotherapy trial. This trial established the safety of  
the drug for patients, with a peak at 16:00 h in phase I (104) and 
II105 clinical trials. It appears that the problem was not the drug 
itself, but its time of  administration, which, when optimized, 
improved effectiveness and limited toxicity.

In a mice model of  Glasgow osteosarcoma, Granda 
et al. studied the chronotherapeutic effects of  oxaliplatin and 
irinotecan, a topoisomerase I inhibitor, finding that both drugs 
lead to a decrease in tumor growth and an increase in estimated 
life span (maximum effect during the light phase for irinotecan 
and during the dark phase for oxaliplatin)106. Later, studies were 
conducted to analyze the variations in drug pharmacokinetics of  
both chemotherapeutics, in order to find the time of  less toxicity. 
Irinotecan showed higher toxicity (leukopenia, body weight loss) 
when administered in the late night107. When applied during the 
night, oxaliplatin showed a 76% survival after administering a 
high dose, compared to 24% survival when administered during 
the day in mice108. Phase I and II trials were conducted also with 
irinotecan (in combination with folinic acid, 5- fluorouracil (5-
FU) and oxaliplatin109. Similar results were found in mice for 
other platinum complexes, such as cisplatin and carboplatin, 
where the toxic effects were half  as severe when administered 
16 h after light onset as compared to 8 hours after light onset110. 
In a recent study, Yang et al. found in mice that the repair of  
both transcribed and non transcribed strands of  DNA occur at 
different circadian phases. While the repair of  the transcribed 
strand is dictated by the phase of  transcription of  each gene, the 
repair of  any non transcribed strand peaks in the middle of  the 
light phase. As cisplatin is a drug that causes DNA damage, they 
hypothesized that future research on timed dosage of  cisplatin 
could potentially reduce damage to healthy tissue if  applied 
at the correct time, when the DNA repair system is active in 
normal tissue, but not active in tumor cells111. It was already 
shown that the nucleotide excision repair pathway is controlled 
by the circadian clock by the direct binding of  BMAL1 to E-box 
sites in the promoter of  Xpa112, a fundamental repair protein 
factor, resulting in circadian expression of  this protein113.

Methotrexate and 6-mercaptopurine were also applied 
taking the time of  day into account. Schmiegelo et al. studied 
morning versus evening administration in children with 
acute lymphoblastic leukemia. They found that applying the 
combination of  drugs in the evening had a better probability of  
event-free survival than when administered in the morning114. 
Another drug that was widely studied is 5-FU. This drug is an 
antimetabolite of  the fluoropyrimidine family, used to treat 
gastrointestinal cancer. It is probably one of  the most studied 
anti-tumor drugs under the chronopharmacological scheme. 

It has been shown that cells that are entering S-phase undergoing 
DNA synthesis are more susceptible to 5-FU87. Particularly, 
this drug is rhythmically catabolized by dehydropyrimidine 
dehydrogenase (DPD)115. The active metabolites that are formed 
suppress DNA synthesis through inhibition of  thymidilate 
synthase (TS), an enzyme that shows rhythmic activity116. These 
circadian variations in pharmacokinetics determine the effect 
of  the drug, being more tolerable if  it is given during the light 
phase for mice and rats, and having a maximal toxicity inversely 
correlated with DPD activity117.

Clinical studies have shown that, if  administered by 
continuous intravenous infusion, 5-FU serum levels fluctuate, 
with higher levels at night12. A phase III trial was conducted 
with 5-FU, folinic acid and oxaliplatin, treating one group 
of  patients with colorectal cancer with a chronomodulated 
scheme, whereas the other one was treated in a constant 
manner for 5 days. The chronomodulated group showed 
a better objective response (53% versus 32%) and higher 
median survivals (19 months versus 14.9 months). This trial 
showed that if  drug delivery was chronomodulated rather 
than constant over time, the drugs were more effective and 
less toxic118. The better tolerability of  5-FU in humans can be 
explained because of  both the higher levels of  DPD activity 
in circulating lymphocytes at night, and the lower number of  
cells in S-phase in human bone marrow, oral mucosa, and 
skin119. Then, it can be stated that circadian differences in the 
toxicity of  5-FU can occur because of  the diurnal regulation 
in enzymes involved in its metabolism, resulting in a higher 
toleration of  5-FU when thymidylate synthase activity is low 
and DPD activity is highest10.

Similar results were obtained for fluorodeoxyuridine 
(FUDR), another fluoropyrimidine: when applied in a 
chronopharmacological scheme, the drug showed less toxicity 
than when given constantly to patients with metastasic renal 
cancer13. Focan et al. conducted a randomized study with 
intravenous 5-FU and intrahepatic FUDR in patients with 
liver metastases from colorectal cancer. One group of  patients 
received a constant infusion, whereas the other one received 
a circadian infusion. Toxicity (alopecia, neutropenia and skin) 
was fewer, and median survival higher, in patients receiving the 
circadian scheme, in spite of  receiving a higher dose120. Some 
studies were conducted to treat advanced lung carcinoma with 
5-FU. Focan et al. applied a chronomodulated 5-day venous 
infusion of  the combination of  5-FU, carboplatin and folinic 
acid to patients. Toxicity (mucositis, diarrhea, alopecia) was 
found only in 3% of  the patients, improving tolerance and 
quality of  life121. Nevertheless, the current treatment of  choice 
for advanced lung carcinoma is Erlotinib, an epidermal growth 
factor receptor (EGFR) inhibitor. A study was conducted 
where this drug was given to mice at different times of  day, 
demonstrating a significant reduction in tumor growth when 
giving the drug during the light phase122.

Table 2 summarizes the drugs mentioned in this 
section that were assessed in phase I and II trials, with its most 
efficacious delivery time.
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Finally, it is important to also mention 
chronoradiotherapy. Indeed, most tumors are treated with 
a combination of  surgical removal, chemotherapy and 
radiotherapy. Several studies have investigated the outcome of  
radiotherapy treatment at different times of  the day for treating 
rectal cancer, head and neck cancer and brain metastasis, among 
others129–131. Noh et al. treated patients with breast cancer in 
different times of  the day, showing that the early morning 
treated group experienced less acute skin reactions compared to 
the late morning group132. Another study treated 67 women with 
cervical cancer with radiotherapy, discovering that there was a 
higher incidence of  severe hematological toxicity between 21 h 
and 23 h133. It has been already shown that per2 deficient mice 
display less radiosensitivity to gamma radiation treating tumor 
growth, because of  downregulation of  tumor suppressor genes, 
such as Mdm-245. Recently, Zhu et al. showed that glioma cells 
with low expression of  PER1 displayed low radiosensitivity, 
with resulted in minor DNA damage when exposed to X-ray 
irradiation. This effect may be due to the disminution of  p53 
in the cells that have low PER1 expression. Thus, if  there is 
less p53, there will be a reduced effect of  chk2-p53 pathway, 
leading to less irradiated cells entering apoptosis134. One of  
the secondary effects of  radiotherapy is hair loss. Plikus et 
al. described the circadian clock machinery in mice hair, with 
maximum hair growth in the morning and maximum hair 
repair in the evening135. Taking this into account, they found 
that hair loss upon exposure to gamma radiation was higher 
in the morning, when there are more cells undergoing mitosis. 
Cry1/2-/- mice did not exhibit rhythmic radioprotective effect, 
demonstrating that this effect is regulated by the circadian clock.

Targeting the circadian clock

One way to improve cancer therapeutics is to directly 
target the circadian clock. Depending on the type of  tumor, 
the inhibition of  tumor growth can be achieved by enhancing 
or suppressing circadian rhythmicity. Kiessling et al. found 
that less tumor growth resulted in allogeneic transplant when 
enhancing circadian clock function using dexamethasone, 
forskolin, or heat shock in B16 melanoma cells43. 

Another study, conducted in non-tumorigenic MCF10A and 
tumorigenic breast cancer MDA-MB-31 bmal1 knockout cells, 
showed opposite effects. In MCF10A, the lack of  bmal1 resulted 
in an increased sensitivity to the genotoxic agents cisplatin 
and doxorubicin, whereas in MDA-MB-31 it induced a more 
invasive capacity50. Thus, in this type of  breast cancer cells, 
an overexpression of  BMAL1 could lead to a reduced tumor 
phenotype. Weiliang et al. found a similar result in pancreatic 
cells: disturbing bmal1 led to tumorigenesis and invasion136. 
This result suggests that in pancreatic cells, bmal1 acts as a 
tumor suppressor gene. Further studies should be conducted 
in pancreatic cancer cells to determine if  an enhancement of  
the BMAL1 pathway leads to a suppression of  the tumoral 
phenotype. Finally, Wagner et al. studied the effect of  SR9009137, 
a REV-ERBα agonist, in T98G glioblastoma cell line. The 
cells showed a cell cycle arrest, affected tumor metabolism 
and cytotoxic effects138, suggesting that targeting directly 
the circadian clock is an interesting strategy for glioblastoma 
treatment.

Recent work in human osteosarcoma cell lines has 
shown that circadian periods of  bmal1 and per2 can be modulated 
using certain small molecules as direct (such as KL001, which 
targets are CRY and CKIδ/ε) or indirect  (such as SP600125 
and Chir99021, which targets are  JNK, GSK3β, and TOPII) 
circadian modulators. SP600125 showed a lengthening of  bmal1 
period, KL001 lengthened both per1 and bmal1 periods, whereas 
Chir99021 shortened bmal1 period. KL001 directly binds to 
CRY stabilizing it. When this molecule was assessed in human 
osteosarcoma cells, it was demonstrated that reduces migration 
and proliferation, thus, inhibiting tumor growth and invasion139.

CONCLUSIONS
In this article, we clearly stated the importance of  

circadian rhythms in cancer treatment. The recent findings 
that we have highlighted help to understand in more depth 
the growing field of  chronopharmacology. Available 
chemotherapies have several limitations, including resistance 
due to polymorphisms for xenobiotic metabolism, among other 
factors, or due to deleterious effects in normal tissues. Indeed, 

Table 2. Efficacy of  a morning versus evening schedule of  certain anti-cancer drugs. A short list of  anti-cancer drugs assessed in phase I and II 
clinical trials, with the cancer types for which they were indicated. “Chronomulated infusion” indicates that the trial consisted in comparing a constant vs. a 
chrono-modulated infusion, with a better outcome for the latter.

Drug Type of  cancer assessed Most efficacious delivery time Reference
Oxaliplatin Colorectal, lung Afternoon/Evening 104-106,124

Methotrexate Acute lymphoblastic leukemia. Evening 114
6-mercaptopurine Acute lymphoblastic leukemia. Evening 114

5-fluorouracil Colorectal, liver metastases, lung Morning 109,119,121,124,125
Fluorodeoxyuridine Renal cancer Chronomodulated infusion 117

Folinic acid Colorectal cancer Chronomodulated infusion 118,121,124
Irinotecan Colorectal Chronomodulated infusion 106,107,109,123,124
Cisplatin Melanoma Evening 110,112,127
Paclitaxel Head and neck squamous cell carcinoma Chronomodulated infusion 125

Capecitabine Rectal cancer Morning 126
Citrovorum Nasopharyngeal carcinoma Evening 127
Cetuximab Colorectal liver metastases Chronomodulated infusion 128
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to find a circadian time window improving drug efficacy is of  
key importance. In addition, chrono-chemotherapy also has 
limitations, as most drugs administered chronically may achieve 
saturating steady-state concentrations overpassing circadian 
pharmacokinetic and dynamic variations. Nevertheless, there is 
still a long way to go. Most of  the circadian expression data at 
the genomic level are based only on rodent models, whereby 
it is necessary to improve and broaden the little data available 
on humans. On the other hand, few cancer drugs are currently 
applied under a chronopharmacological approach, despite the 
growing pre-clinical and clinical evidence. Furthermore, if  both 
chemotherapy and radiotherapy can be optimized by time of  
day administration, it would be a fundamental advance for the 
quality of  life and overall survival of  patients.  It is necessary 
to generate bonds with public health institutions, medical 
staff, health personnel, clinical trial nodes and pharmaceutical 
companies, so that all these evidences begin to be applied more 
frequently in the clinic.
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