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Abstract

We report five experiments investigating reasoning based on temporal relations, such as: "John takes a shower before he drinks coffee". How individuals make temporal inferences has not been studied hitherto, but we conjectured that they construct mental models of events, and we developed a computer program that reasons in this way. As the program shows, a problem of the form:

\begin{align*}
a & \text{ before } b \\
b & \text{ before } c \\
d & \text{ while } b \\
e & \text{ while } c
\end{align*}

What is the relation between \(d\) and \(e\)?

where \(a\), \(b\), \(c\), etc. refer to everyday events, calls for just one model, whereas a problem in which the second premise is modified to \(c\) before \(b\) calls for multiple models because \(a\) may occur before \(c\), after \(c\), or at the same time as \(c\).

Experiments 1–3 showed that problems requiring one mental model elicited more correct responses than problems requiring multiple models, which in turn elicited more correct answers than multiple model problems with no valid answers. Experiment 4 contrasted the predictions of the model theory with those based on formal rules of inference; its results corroborated the model theory. Experiment 5 confirmed that a premise leading to multiple models took longer to read than the corresponding premise in one-model problems, and that latency to respond correctly was greater for multiple-model problems than for one-model problems. We conclude that the experiments corroborate the mental model theory.

\textsuperscript{*} Corresponding author. Fax: 016 28 60 99.
1. Introduction

Imagine that the following facts have been established beyond a reasonable doubt:

After the suspect ran away, the clerk rang the alarm.
The manager in the bank was stabbed while the alarm was ringing.
What is the temporal relation between the suspect running away and the stabbing of the manager?

Most people are likely to infer that the suspect ran away before the stabbing of the manager. This conclusion is valid, that is, it must be true given that the premises are true. Such inferences, which hinge on the temporal relations between events, are ubiquitous and often important in daily life.

Psychologists have studied the perception of time (e.g., Fraisse, 1963), the development of the concept of time (e.g., Piaget, 1969), and the psycholinguistics of temporal expressions (e.g., Miller and Johnson-Laird, 1976, Sec. 6.2). They have studied the role of time in causal reasoning (e.g., Girotto et al., 1991), and the comprehension of temporal descriptions (e.g., Oakhill and Garnham, 1985; Mandler, 1986), but they do not appear to have investigated temporal reasoning itself. How individuals make such inferences is unknown, but the present paper aims to explain this ability.

A common view in cognitive science is that reasoning depends on mental rules of inference akin to those of a logical calculus (see, for example, Braine et al., 1984; Macnamara, 1986; Osherson, 1975; Pollock, 1989; Rips, 1983; Rips, 1994). In contrast, our hypothesis is that individuals use their knowledge of the language and their general knowledge to construct mental models of temporal sequences of events. This idea relates to studies of relational reasoning (e.g., Huttenlocher, 1968), to studies of spatial reasoning (e.g., Johnson-Laird, 1983; Byrne and Johnson-Laird, 1989), and to various algorithms in artificial intelligence that construct temporal models on the basis of verbal descriptions.

Thus, for example, Isard (1974), building on earlier work in Isard and Longuet-Higgins (1971) and ultimately on Reichenbach's (Reichenbach, 1947) analysis of tense, developed a program that answered questions about games of tic-tac-toe which it played with a human user, and the program was sensitive to tense, mood, aspect, auxiliary verbs, if-clauses, and when-clauses. Steedman (1982) also developed a program that simulates a multi-user operating system and that shows how to answer temporal questions about the users of the system. He argued that the representation of temporal events should be organized along a time line, which encodes the relative time of events and the start and end of intervals of time corresponding to such assertions as “while you talked to Mary”. We now outline the mental model theory of temporal reasoning, which was inspired in part by these and other exercises in artificial intelligence (see, for example, Allen, 1983; Dinsmore, 1991).
Deductive reasoning, according to the theory of mental models, depends on constructing a set of models based on the premises, formulating a conclusion if none is provided, and ensuring that no model of the premises falsifies it (Johnson-Laird, 1983). If a conclusion is true in all the models of the premises, then it is necessary (valid); if it is true in most of the models of the premises, then it is probable; if it is true in at least some model of the premises, then it is possible; if it is true in only a few models of the premises, then it is improbable; and if it is true in none of the models of the premises, then it is impossible (inconsistent with the premises). The central representational assumption of the theory is that a model corresponds to a set of possible situations, which it represents by encoding those aspects of their structure that they have in common. Models accordingly represent the structure of situations rather than the logical form of premises (see Johnson-Laird and Byrne, 1991, p. 38).

The theory makes two main predictions. First, the more alternative models that have to be constructed in order to draw a correct conclusion, the longer the task should take, and the greater the chance of error should be. Second, erroneous conclusions should tend to be consistent with the premises rather than inconsistent with them. Such conclusions arise because reasoners are likely to base them on at least some model of the premises but overlook other possible models. This prediction can be tested in the absence of a detailed account of the numbers or sorts of models yielded by premises: one merely has to assess whether an erroneous conclusion could be true given the truth of the premises.

Both predictions have been corroborated by previous experiments in the major domains of deduction, including reasoning with propositional connectives, quantifiers, and relational expressions (see, for example, Johnson-Laird and Byrne, 1991; Johnson-Laird et al., 1992). Neither prediction, however, is easy to derive from existing accounts based on formal rules (e.g., Braine et al., 1984; Hagert, 1984; Ohlsson, 1984; Osherson, 1975; Rips, 1994).

Temporal relations are unlikely to be visualized in a single static image. The events themselves may not be visualizable, and indeed manipulations of imageability have no detectable effects on reasoning (see, for example, Newstead et al., 1982; Richardson, 1987; and Johnson-Laird et al., 1989). Mental models, however, can represent situations that are not visualizable, and if subjects reason about temporal relations by constructing models, then two obvious sort of models are open to them. One sort of model of a temporal sequence could itself unfold in time kinematically, though not necessarily at the same speed as the original events themselves. This sort of representation uses time itself to represent time (see Johnson-Laird, 1983, p. 10). A second sort of model represents temporal relations statically as a sequence of events akin to a spatial model except that the main axis corresponds to time. The various sorts of temporal relation, at least as expressed in English (see, for example, Allen, 1983), can all be represented spatially, and thus according to this account temporal reasoning depends on mapping spatial expressions into static models in which one dimension represents time. Temporal relations might be slightly harder to represent than spatial relations, because they
have to be transformed from a temporal to a quasi-spatial medium. We shall return to the difference between static and kinematic models later in the paper, but now we turn to an algorithm for temporal reasoning.

2. A model-based algorithm for temporal reasoning

The model theory specifies an interpretative process that leads from premises to models, and a descriptive process that leads from models to conclusions. The first stage of the interpretative process is a "compositional semantics", which specifies how the mind constructs a semantic representation of the meaning of sentences. The theory assumes that each lexical entry contains information about the word's contribution to the truth conditions of assertions, that each grammatical rule has a related semantical rule, and that the parser uses this information to combine the meanings of constituents according to the grammatical relations amongst them (see Johnson-Laird, 1983, for the theory's account of the mental lexicon and grammar, and the design of the mental parser). The particular proposition that a sentence expresses also depends on general and contextual knowledge. We shall simplify by treating context as the information that is already represented in the model(s) of the discourse so far. The second stage of the interpretative process uses the semantic representation of a sentence to update any model of the situation or to build one ab initio. The semantic representation and the existing models, if any, are used to determine which procedure should be used to update the models (see the account of the program below). Finally, the descriptive process leads to the construction of a conclusion if none exists. Conclusions are formulated by scanning the models for a parsimonious and novel relation. The theory assumes that reasoners attempt to construct all possible models as they interpret each of the premises in the order in which they are stated. But, if the number of possibilities grows too large for the capacity of working memory, they can adopt a procedure that allows them to ignore any irrelevant premises. In certain domains, particularly those depending on quantifiers, the theory proposes that not all of the possible models are obvious, and so reasoners base a conclusion on an initial model and then test its validity by searching for alternative models. This account provides an alternative explanation for the so-called "atmosphere" effect in syllogistic reasoning (see Johnson-Laird and Byrne, 1991). In other domains, notably reasoning with sentential connectives, the theory yields initial models that in certain cases yield systematically erroneous conclusions - a prediction that has also been corroborated (see Johnson-Laird and Savary, 1995).

The algorithm for temporal reasoning uses static models. The representation of the assertion:

The clerk sounded the alarm after the suspect ran away

thus calls for a model of the form:
in which the time axis runs from left to right, "r" denotes a model of the suspect running away, and "a" denotes a model of the clerk sounding the alarm. Events can be described as momentary or as having durations, definite or indefinite. Hence, the further assertion:

The manager was stabbed while the alarm was ringing

means that the stabbing occurred at some time between the onset and offset of the alarm:

where "s" denotes a model of the stabbing. This model corresponds to infinitely many different situations that have in common only the truth of the two premises. For example, the model contains no explicit representation of the duration for which the alarm sounded, or of the precise point at which the stabbing occurred. Yet, the conclusion:

The stabbing occurred after the suspect ran away

is true in this model, and there is no model of the premises that falsifies this conclusion.

We have implemented a computer program in LISP that carries out temporal inferences in the same way. The inferences include all of those that we used in our experiments. The program has a context-free grammar for a fragment of English that contains premises of the form, "a happens before b", "b happens while c", and so on. Its compositional semantics constructs a semantic representation of any sentence in the fragment based on a representation of lexical meanings and on semantic rules associated with each rule in the grammar. This semantic representation is used to update the set of models. Given the semantic representation of the assertion:

the program checks whether a or b, or both, are already represented in any model of the discourse. If neither occurs in an existing model, the program starts a new model; if one but not the other occurs in any existing model, then the model is updated to include the new event referred to in the premise; if one occurs in an existing model and the other occurs in a different existing model, then a new model, or set of models, is formed by combining these models according to the premise; and if both occur in the same models, then the truth of the premise is
checked in these models. Because the program constructs all possible models of co-referential premises, the process of verifying an assertion yields one of the following responses: the assertion is a valid deduction (it is true in all the models of the premises), it was previously possibly false (it is false in some of the models, which are duly eliminated), or it is inconsistent with the previous premises (i.e., it is false in all the models). Given a question about the relation between two events, the program formulates a conclusion if a common relation holds between them over all the models of the premises; otherwise, it responds that there is no definite relation between the two events, either because different relations occur in different models or because the events do not occur in any one model.

For simplicity, the program does not represent the relative durations of events: in effect, it assumes that they are all of the roughly the same duration. Thus, for example, given the following problem:

\[
\begin{align*}
a & \text{ happens before } b \\
b & \text{ happens before } c \\
d & \text{ happens while } a \\
e & \text{ happens while } c
\end{align*}
\]

What is the relation between d and e?

the program constructs a model corresponding to the following array with time running from left to right:

\[
\begin{array}{ccc}
a & b & c \\
d & e
\end{array}
\]

from which it formulates the answer that d happens before e. Like the premises in this problem, this model corresponds to infinitely many possible situations depending on the actual onsets and offsets of each event.

Some temporal descriptions are radically indeterminate. For example, the following two premises:

\[
\begin{align*}
a & \text{ happens before } b \\
c & \text{ happens before } b
\end{align*}
\]

do not fix the temporal order of a and c. In such cases, the program constructs models corresponding to the three possibilities: a happens before c, c happens before a, a and c happen contemporaneously. The construction of all possible models is, in principle, intractable: it yields an exponential growth in the number of models as indeterminacies in the premises mount up. Yet, the procedure is feasible as long as there is only a small number of indeterminacies, and there is evidence that reasoners do try to keep track of alternative models, at least in those domains of reasoning that do not depend on quantifiers, that is, in reasoning that hinges only on simple relations (Byrne and Johnson-Laird, 1989), or on sentential connectives (Johnson-Laird et al., 1992). Human performance, as we will see,
rapidly degrades with an increasing number of models - a phenomenon that is predictable assuming that the human inferential system uses an intractable algorithm and a working memory of limited capacity.

Certain problems yield many possible models and yet seem to be solved rapidly. For example, with the following problem:

- a happens before e
- b happens before e
- c happens before e
- d happens before e

What is the relation between a and d?

one readily grasps that there is no definite relation between a and d. It is easy to see, however, that the only relevant premises are the first and the last because only they refer to the events in the question. They yield the models:

\[
\begin{align*}
a & \quad d & \quad e \\
\end{align*}
\]

and:

\[
\begin{align*}
d & \quad a & \quad e \\
\end{align*}
\]

which establish that there is no definite relation between a and d. The rest of the premises are irrelevant to the question, and so there is no need to use them to construct models. Hence, when reasoners have immediate access to all the premises and the question, they can construct models from just those premises that are relevant to its answer. Where the premises are not co-referential, as in:

- a happens while b
- c happens while d
- e happens while f
- g happens while h

What is the relation between a and g?

each premise has a separate model, and the models are not combined because they are not co-referential (for evidence supporting this principle, see Ehrlich and Johnson-Laird, 1982). Hence, there is clearly no definite relation between a and g.

We have implemented these ideas in the program in the following way. The program is restricted in the number of models that it can construct in trying to solve a problem (by analogy with a limited capacity working memory). When the models it has constructed exceed this number, it then searches for a chain of premises interrelating the two events in the question, and constructs models only from them. If there is no question, then the program cannot use this strategy. As an example of the strategy, consider the following premises:
What's the relation between a and d?

When the program works through the premises in their stated order, it constructs 2347 models for the first eight premises — a number that vastly exceeds the capacity of human working memory. If the program's capacity is set more plausibly, say, to four models, it will give up working forwards and then try a depth-first search based on the question. Fig. 1 shows the referential structure of the premises (not a model of them), and the program discovers the co-referential chain of premises:

a happens before b
b happens before c
c happens before d

leading from a to d. It constructs the single model that these premises support, which yields the conclusion:

da happens before d

The advantages of this procedure are two-fold. First, it ignores all irrelevant premises that are not part of the chain connecting one event in the question to the other. Second, it deals with the premises in a co-referential order in which each premise after the first refers to an event already represented in the set of models. In an unpublished study, we have shown that people do appear to learn to ignore irrelevant premises when the question to be answered is posed before the presentation of the premises.

In everyday life, speakers are likely to present information in an amount and an

![Fig. 1. The referential structure of a set of premises, where each arrow denotes a premise relating the two events it connects. To answer the question, "what is the relation between a and d?", the program discovers the direct chain of premises shown here by the heavier arrows.](image)
order that does not overburden human working memory; they are likely to be sensitive to the limitations of their audience (see Grice, 1975). Hence, in the first study of temporal reasoning we used similarly straightforward materials. We can therefore base our predictions on the number of models that the program constructs working through the premises in their stated order. Indeed, as we shall see, there is evidence that our subjects worked in this direction too. Our experiments, as we explain in the next section, investigated three main sorts of problem: one-model problems, multiple-model problems with valid answers, and multiple-model problems with no valid answers.

EXPERIMENTS 1–3

The aim of our initial experiments was to test the two main predictions of the model theory in the domain of temporal reasoning: an inference that depends on one model should yield fewer errors than one that depends on multiple models, and erroneous answers should be consistent with the premises. These experiments also allow us to examine the predictions in cases that obviate Rips's (Rips, 1994) criticism that an instruction to imagine objects on a table-top biases subjects to respond in ways that favor models. The present experiments used no such instruction. Experiment 1 was an exploratory study using school children as subjects. We had to reject the data from many of them, and so Experiment 2 was a replication with university students as subjects, and Experiment 3 used an improved design also with university students. Each of the experiments examined three sorts of temporal deduction:

1. One-model problems; that is, those in which the premises yield only one model and so are bound to yield a valid answer.
2. Multiple-model problems with a valid answer; that is, those in which the premises yield multiple models that all support the same answer, which is accordingly valid.
3. Multiple-model problems with no valid answer; that is, those in which the premises yield multiple models that do not support an answer in common.

The problems concerned the temporal sequences of events, and were based on the connectives “before”, “after”, and “while” (“voordat”, “nadat”, and “terwijl” in Flemish, which was the language for all of our experiments). We will give just one example of each sort of problem because the temporal connectives were systematically manipulated as were the specific events denoted here by letters of the alphabet. A one-model problem is illustrated by the premises:

1. a happens before b
   b happens before c
   d happens while b
   e happens while c

What is the relation between d and e?
This problem yields the model:

\[
\begin{array}{ccc}
  a & b & c \\
  d & e \\
\end{array}
\]

and this model supports the answer:

\[
d \text{ happens before } e
\]

The premises do not support any model that refutes this answer, and so it is valid; that is, it must be true given that the premises are true.

A multiple-model problem with a valid answer is illustrated by the following premises, which differ from the one-model problems in the order of terms in the second premise; that is, it has the same events and the same temporal relation ("before"):

2. a happens before b
   c happens before b
d happens while c
e happens while b

What is the relation between d and e?

This problem yields at least two alternative models:

\[
\begin{array}{ccc}
  a & c & b & c & a & b \\
  d & e & d & e \\
\end{array}
\]

In principle, it also yields a model in which a and c occur at the same time (as our computer program demonstrates), but for simplicity we will ignore this possibility henceforth. These models of the premises support the answer:

\[
d \text{ happens before } e \text{ and so it is valid.}
\]

A multiple-model problem with no valid answer is illustrated by the following premises, which differ from the previous problem only in one term of the final premise; that is, it has the same temporal relation ("while"):

3. a happens before b
c happens before b
d happens while c
e happens while a

What is the relation between d and e?

This problem yields at least two alternative models:

\[
\begin{array}{ccc}
  a & c & b & c & a & b \\
  e & d & d & e \\
\end{array}
\]
but they do not support any answer in common about the relation between d and e. Hence, there is no valid answer about this relation. Readers will note that the first premise is irrelevant in the first two sorts of problem, but not in this third sort of problem. We will return to this point later.

The model theory predicts that the greater the number of models that have to be constructed the more likely errors are to occur. One-model problems are bound to have a valid answer, whereas multiple-model problems may, or may not, have one. Reasoners who construct only one of the models of a multiple-model problem with a valid answer can nevertheless draw the correct answer, because all the models support the same answer. However, subjects who construct only one of the models of a multiple-model problem with no valid answer will draw a answer where none is warranted. Hence, the construction of the full set of models is more critical for the multiple-model problems with no valid answers than for those with valid answers. The first prediction of the model theory is accordingly the following trend in increasing errors: one-model problems, multiple-model problems with valid answers, and multiple-model problems with no valid answers. The nature of the correct responses differs in the last case; that is, a conclusion should be drawn for the problems with valid answers but no conclusion should be drawn for the problems with no valid answers. A second prediction, where the correct responses are the same, is that one-model problems should be easier than multiple-model problems with valid answers.

Experiment 1 also examined two sorts of deduction based only on two premises: one-model problems with valid answers, and multiple-model problems with no valid answers. With just two premises, there are no multiple-model problems that support valid deductions apart from those that merely re-state the information provided by one of the premises. The one-model problems are illustrated by the following premises:

4. a happens before b
   b happens before c

   What is the relation between a and c?

   The problem yields the model:

   a    b    c

   which supports the valid answer:

   a happens before c

   The multiple-model problems with no valid answers are illustrated by the following premises:

5. a happens before b
   a happens before c
What is the relation between b and c?

The problem yields at least the following two models:

\[ a \quad b \quad c \quad a \quad c \quad b \]

which do not support any valid answer relating b and c. If number of models is the critical factor, then there should be no marked difference between the two-premise and four-premise problems provided that the size of the individual models themselves is not too large for working memory, i.e., there is little difference between a model of three events and a model of five events (see also Byrne and Johnson-Laird, 1989).

3. Method

3.1. Design

In all three experiments, the subjects acted as their own controls and carried out: (1) one-model problems based on four premises with a valid answer; (2) multiple-model problems based on four premises with a valid answer; and (3) multiple-model problems based on four premises with no valid answer. Table 1 summarizes these problems. In Experiment 1 only, the subjects also carried out: (4) one-model problems based on two premises with a valid answer; and (5) multiple-model problems based on two premises with no valid answer.

In Experiments 1 and 2, each subject carried out four inferences for each of the different sorts of problem presented with a different content, and in Experiment 3 each subject carried out eight inferences for each of the different sorts of problem, that is, totals of 20 problems in Experiment 1, 12 problems in Experiment 2, and 24 problems in Experiment 3. The order of presentation was randomized for each subject.

3.2. Materials

Four versions of each problem were constructed in the following way: the temporal relations ("before", "after") in the first and second premises were systematically manipulated so that in the first version both premises contained "before", in the second version the first premise contained "before" and the second premise contained "after", in the third version the first premise contained "after" and the second premise contained "before", and in the fourth version both premises contained "after". The remaining premises in the problems were held constant. Once the relational terms are fixed in this way, the arrangement of the terms in the problems is also fixed given the particular sort of problem. In the first two experiments, where there was a valid answer, the event referred to by the first
Table 1
A summary of the three sorts of problem used in Experiments 1–3 and the additional sort of one-model problem used in Experiments 4 and 5. The problems are shown with illustrative examples and diagrams of their models (omitting the models where a and c happen contemporaneously in the multiple-model cases).

**One-model problem with irrelevant first premise**

<table>
<thead>
<tr>
<th>a happens before b</th>
<th>b happens before c</th>
<th>d happens while b</th>
<th>e happens while c</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>b</td>
<td>d</td>
<td>e</td>
</tr>
</tbody>
</table>

What is the relation between d and e?

**One-model problem with transitive relation (used only in Expts. 4, 5)**

<table>
<thead>
<tr>
<th>a happens before b</th>
<th>b happens before c</th>
<th>d happens while a</th>
<th>e happens while c</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>b</td>
<td>d</td>
<td>e</td>
</tr>
</tbody>
</table>

What is the relation between d and e?

**Multiple-model problem with valid answer**

<table>
<thead>
<tr>
<th>a happens before b</th>
<th>c happens before b</th>
<th>d happens while c</th>
<th>e happens while b</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>c</td>
<td>d</td>
<td>e</td>
</tr>
</tbody>
</table>

What is the relation between d and e?

**Multiple-model problem with no valid answer**

<table>
<thead>
<tr>
<th>a happens before b</th>
<th>c happens before b</th>
<th>d happens while c</th>
<th>e happens while a</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>c</td>
<td>d</td>
<td>e</td>
</tr>
</tbody>
</table>

What is the relation between d and e?

---

item in the question occurred before the event referred to by the second item in the question. This constraint should tend, if anything, to reduce the difference between one-model and multiple-model problems, but we eliminated it in Experiment 3 by using two different variants of each of the four versions of a problem; that is, we manipulated the order of the third and fourth premises and the order of the two terms in the final question. Thus, corresponding to the one-model problem above, we also used the following version:

<table>
<thead>
<tr>
<th>a happens before b</th>
<th>b happens before c</th>
<th>e happens while c</th>
<th>d happens while b</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>b</td>
<td>e</td>
<td>d</td>
</tr>
</tbody>
</table>

What is the relation between e and d?

In this case, the event referred to by the first item in the question occurred after the event referred to by the second item in the question. The two variants of each
version yielded eight distinct ways of stating a problem. The three experiments and the subsequent ones were carried out in Leuven, Belgium and the materials were in Flemish (Dutch). The problems were based on two sorts of lexical materials. The first sort concerned the temporal order of cartoons on television networks; for example:

The cartoon "the tiny tot" is on channel 1 before the cartoon "the mighty mouse" is on channel 1.

The premises containing "while" referred to cartoons on channel 2. The cartoon names consisted of definite descriptions (article, adjective, noun) in which the adjective and noun began with the same consonant in Flemish in order to help the subjects to remember them. Each of the problems had a different set of names, which were assigned at random from a pool of 84 names.

The second sort of lexical materials concerned the temporal order of everyday activities; for example:

John takes a shower before he drinks coffee.

Each problem was based on a separate set of activities selected at random from a pool of such events, and the names were selected at random from a pool of 16 female and 16 male first names.

In Experiments 1 and 2, the materials were assigned to three groups of subjects in the following way. One group received the cartoon materials with the main clause prior to the subordinate clause, for example, a before b. A second group received the cartoon materials with the subordinate clause prior to the main clause, for example, before b, a. A third group received the everyday activities with the main clause prior to the subordinate clause. In Experiment 3, there were only two sorts of materials: one group of subjects received the cartoon materials and another group received the everyday activities, and for both groups the main clause was prior to the subordinate clause.

3.3. Procedure

In each experiment, we tested the subjects in a single group. The instructions of the task were written down on the first page of a booklet given to each subject. They explained that the subjects' task was to answer a series of questions based on the information about the order of events given in the preceding assertions, and that the answers should be those that must be true given the truth of the previous assertions. If the subjects thought that there was no definite answer, they had to write that down as their response. The experimenter then gave the subjects one practise problem, which was a two-premise problem with a valid answer. Each problem, together with the question, was printed on a separate page in the booklet, and the subjects had to write the answer under the question. They were asked not
to return to a question once they had answered it. The experiments lasted from 25 to 40 minutes depending on the number of problems.

3.4. Subjects

Seventy-two subjects aged from 17 to 19 from the last year of a secondary school participated voluntarily in Experiment 1. Fifty-two subjects participated in Experiment 2. They were all first-year psychology students, who were fulfilling a course requirement. Thirty-six subjects from the same population participated in Experiment 3.

4. Results and discussion

We had to discard the data from 26 of the school children in Experiment 1, because they did not answer all the questions, but we had to discard the data of only three and four of the adult subjects from Experiments 2 and 3, respectively. The percentages of correct responses for the remaining subjects in the three experiments are shown in Table 2. There were no significant differences between the different sorts of material in any of the three experiments, and so we have pooled the results.

For the three sorts of problem common to all the experiments, that is, those based on four premises, the predicted trend in errors was corroborated: one-model problems yielded fewer errors than multiple-model problems with valid answers, which yielded fewer errors than multiple model problems with no valid answers. A non-parametric trend test devised by Page (1963) for repeated measures was significant both by subjects (for Experiment 1, Page’s $L = 587, n = 46, p < .0001$; for Experiment 2, $L = 628, n = 49, p < .00003$; and for Experiment 3, Page’s $L = 402, n = 32, p < .02$) and by materials (for Experiments 1 and 2, Page’s $L = 56, n = 4, p < .001$; and for Experiment 3, Page’s $L = 109, n = 8, p < .001$).

Table 2
The percentages of correct responses in all five experiments. The one-model problems either have an irrelevant premise (irrel. premise) or else contain a transitive relation (trans. rel.); the multiple-model premises either have a valid answer or else have no valid answer (n.v.)

<table>
<thead>
<tr>
<th>Types of problem</th>
<th>Two premises</th>
<th>Four premises</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>One-model</td>
<td>Multiple-model</td>
</tr>
<tr>
<td></td>
<td>(n.v.)</td>
<td>(irrel. prem.)</td>
</tr>
<tr>
<td></td>
<td>(trans. rel.)</td>
<td>(n.v.)</td>
</tr>
<tr>
<td>Expt. 1</td>
<td>93</td>
<td>64</td>
</tr>
<tr>
<td>Expt. 2</td>
<td>93</td>
<td>60</td>
</tr>
<tr>
<td>Expt. 3</td>
<td>91</td>
<td>67</td>
</tr>
<tr>
<td>Expt. 4</td>
<td>94</td>
<td>19</td>
</tr>
<tr>
<td>Expt. 5</td>
<td>89</td>
<td>44</td>
</tr>
</tbody>
</table>

|                  | One-model    | Multiple-model |
|                  | (n.v.)       | (n.v.)        |
| Expt. 1          | 86           | 60            |
| Expt. 2          | 81           | 65            |
| Expt. 3          | 87           | 67            |
| Expt. 4          | 84           | 19            |
| Expt. 5          | 81           | 44            |
Likewise, the one-model problems yielded fewer errors than the multiple-model problems with valid answers (for Experiment 1, Wilcoxon's $T = 82$, $n = 13$, $p < .005$; for Experiment 2, Wilcoxon's $T = 195.5$, $n = 21$, $p < .003$). This difference, however, was not significant in Experiment 3, though the trend was in the predicted direction (Wilcoxon's $T = 93.5$, $n = 16$, $p > .09$). In Experiment 1, there was no reliable difference between the two-premise and four-premise problems (Wilcoxon's $T = 236$, $n = 34$, $p > .15$), but the one-model problems yielded fewer errors than the multiple-model problem with no valid answer (Wilcoxon's $T = 341$, $n = 26$, $p < .00005$). Errors on the problems with no valid answers were mainly consistent with the premises rather than inconsistent with them: 76% consistent errors in Experiment 1 (Wilcoxon's $T = 269$, $n = 27$, $p < .03$); 99% consistent errors in Experiment 2 ($p = .533$); and 85% consistent errors in Experiment 3 (Wilcoxon's $T = 103$, $n = 14$, $p < .0003$).

The general pattern of the results supports the conclusion that one-model problems lead to fewer errors than multiple-model problems. Indeed, the number of models seems to be a more critical factor than the size of the models (3 events vs. 5 events), because there was no significant difference between the two-premise and four-premise problems. The results also suggest that the subjects generally interpreted the premises in the order in which they were stated: if they had worked backwards from the question, then they could have ignored the irrelevant premise in the multiple-model problems with valid answers and thereby reduced them to one-model problems interrelating only four events.

Is it possible that some difference in the problems, other than the number of models, yields an alternative explanation of our results? The problems were matched for the relational terms they contained. Thus, for example, there was a problem based on two premises with "before" for each of the three sorts of problem, and a problem with "before" in the first premise and "after" in the second premise, and so on for all four possible combinations of "before" and "after". The relational term in the remaining premises was always "while". The only difference between one-model problems and multiple-model problems with valid answers was in the disposition of events, for example, the former had the second premise:

\[ b \text{ happens before } c \]

the latter had the converse:

\[ c \text{ happens before } b \]

Hence, the results cannot be explained by differences in either lexical marking or the congruence between temporal order and order of mention of events in premises. Although the overall data favored the model theory, they certainly do not eliminate theories based on formal rules (e.g., Braine et al., 1984; Rips, 1994). We accordingly tried to make a direct comparison between the two sorts of theory in the next experiment.
EXPERIMENT 4

The aim of the experiment was to contrast the predictions based on the lengths of formal rule derivations with those based on the mental model theory. Consider the following "transitive" sort of one-model problem, which had not been used in the previous experiments:

a happens before b
b happens before c
d happens while a
e happens while c
What is the relation between d and e?

The formal derivation of the answer must first establish the relation between a and c, from the transitivity of "a before b" and "b before c", and then use this derived relation "a before c" to establish the relation between d and e. Now consider the following multiple-model problem of the same form as problem 2 used in the previous experiments, though we have relabeled the events in order to clarify a point about its formal derivation:

b happens before c
a happens before c
d happens while a
e happens while c
What is the relation between d and e?

The problem has a valid answer and its formal derivation is just part of the derivation for the previous problem, because there is no need to derive a transitive relation: the key relation between a and c is explicitly asserted by the second premise. In other words, for the one-model problem, reasoners need to prove two relations – first, the relation between a and c, and then, using this information, the relation between d and e. For the multiple-model problem, however, reasoners are given the relation between a and c in a premise, and so they need to prove only the relation between d and e. Hence, the multiple-model problem should be easier because its derivation is included within the derivation for the one-model problem. The model theory, of course, makes the opposite prediction. The first problem has one model, whereas the second problem yields at least two alternative models:

b a c a b c
d e d e

which both support the answer:

d happens before e
The predictions based on formal derivations and on mental models are accordingly diametrically opposed to one another: formal derivations predict that one-model problems should yield more errors than multiple-model problems, whereas mental models predict that one-model problems should yield fewer errors than multiple model problems. The experiment tested these contrasting predictions. It also included multiple-model problems with no valid answers, which both theories predict should yield the greatest number of errors.

5. Method

5.1. Design

The subjects acted as their own controls and carried out eight versions of each of three sorts of deduction: "transitive" one-model problems with valid answers, multiple-model problems with valid answers, and multiple-model problems with no valid answers (see Table 1 for a summary of these types of problem). The order of presentation of the 24 problems was randomized for each subject.

5.2. Materials

The lexical materials concerned the temporal order of daily activities in the morning by one or two persons as in Experiment 2, and the eight different versions of each sort of problem were constructed in the same way as in Experiment 3. The main clause was prior to the subordinate clause in each premise.

5.3. Procedure

The procedure was the same as in the previous experiments, except that the subjects were tested in four small groups of four subjects in order to ensure that the subjects completed all the problems.

5.4. Subjects

Sixteen subjects carried out the experiment. They were all university students without a training in logic. They were paid five dollars per hour to participate in the experiment, which lasted for about 35 minutes.

6. Results and discussion

As Table 2 shows, the subjects solved 94% of the one-model problems, 84% of the multiple-model problems with valid answers, and 19% of the multiple-model problems with no valid answers. This trend was reliable by subjects (Page's $L = 217, n = 16, p < .001$) and by materials (Page's $L = 110.5, n = 8, p < .001$).
The one-model problems yielded fewer errors than the multiple-model problems with valid answers (Wilcoxon's $T = 56, n = 11, p < .03$, with only two subjects violating the prediction). Eighty-two percent of the errors to the problems with no valid answers were consistent with the premises, and only 18% of the errors were inconsistent with the premises (Wilcoxon's $T = 98, n = 15, p < .02$).

The pattern of results clearly corroborates the predictions of the model theory and runs counter to those based on formal derivations. Transitive one-model problems are answered correctly more often than multiple-model problems, which are answered correctly more often than problems without a valid answer. One unexpected result was the very poor performance with multiple-model problems with no valid answers. One possibility is that the subjects were biased against responding that there was no valid answer to a problem — a bias that might have been elicited by the fact that the practise problems had valid answers (Braine, personal communication). Both the model theory and formal rule theories predict that these problems should be hardest. The subjects tended to give answers to these problems that were consistent with the premises rather than inconsistent with them, as predicted by the model theory. They evidently based their answers on one model of the premises and overlooked the others. Since the instructions and materials were identical to those of the previous experiment, it seems that the large proportion of errors on these problems is a chance fluctuation. The fact that the subjects were drawn from a variety of university disciplines does not seem to be critical (cf. the results of the next experiment).

Although the results cast doubt on the predictive value of formal derivations, they do not count against formal rule theories per se. There is at least one alternative explanation. The multiple-model problems with valid answers had one irrelevant premise, that is, the first premise, whereas the one-model problems had no irrelevant premises. The presence of an irrelevant premise might confuse subjects, and make it harder to find a derivation of the answer (Rips, 1994). Hence, it could account for the difference that we observed between the two sorts of problem. Our final experiment was designed both to test this explanation and to make a more stringent test of the competing predictions.

EXPERIMENT 5

The main aim of this experiment was to assess how long subjects take to read the premises of temporal deductions and to respond with their answers. If the model theory is correct, the time taken to read a premise that calls for the construction of multiple models should be longer than the time taken to read a premise that calls for the construction of one model. This prediction has never been examined before, but it is a strong test of the model theory because it should take longer to set up alternative models.

We examined four sorts of deductions:

1. One-model problems with an irrelevant premise as in Experiments 1–3, which do not call for a transitive inference:
a happens before b
b happens before c
d happens while b
e happens while c
What is the relation between d and e?

This problem has the following model:

```
a b c
d e
```

2. Transitive one-model problems with no irrelevant premise, as in the previous Experiment:

a happens before b
b happens before c
d happens while a
e happens while c
What is the relation between d and e?

This problem has the following model:

```
a b c
d e
```

3. Multiple-model problems with a valid answer, which as in all the previous experiments contain an irrelevant premise:

a happens before c
b happens before c
d happens while b
e happens while c
What is the relation between d and e?

This problem has at least the following two models:

```
a b c       b a c
d e         d e
```

which support the answer: d happens before e. The second premise in problems of this sort calls for the construction of two alternative models, because of the indeterminacy between a and b. Hence, it should take longer to read than the second premise of the one-model problems.

4. Multiple-model problems with no valid answer, as in the previous experiments:

a happens before c
b happens before c
d happens while b
e happens while a
What is the relation between d and e?
This problem has the following alternative models:

```
a b c  b a c
  e d  d e
```

which do not support a valid answer to the question. The second premise again calls for the construction of alternative models.

The model theory predicts that the one-model problems, whether transitive or non-transitive, should be easier than the multiple-model problems. If formal derivations are the critical factor, however, then the task of drawing the transitive inference to interrelate a and c adds extra steps to the derivation, and so transitive one-model problems should be harder than non-transitive problems, whether one-model or multiple-model. The two accounts therefore make distinct partial rank-order predictions. The model theory predicts the following order in the proportions of correct answers to the four sorts of problem: 1, 2 > 3 > 4; whereas formal derivations predict the following rank order: 1, 3 > 2 > 4, granted that the problems with no valid answers should yield the most errors because one has to search the space of possible derivations exhaustively. If the key factor is the presence of an irrelevant premise then transitive one-model problems (2), which lack such a premise, should be easier than one-model problems (1) and multiple-model problems with a valid answer (3). The problems with no valid answers (4) ought also to be easy, but should be excluded from this comparison because of the different sort of correct response. The experiment examined these predictions for both the subjects' latencies of response and their accuracy in responding.

7. Method

7.1. Design

The subjects acted as their own controls and carried out eight versions of each of four sorts of deduction: transitive one-model problems, non-transitive one-model problems, multiple-model problems with valid answers, and multiple-model problems with no valid answers (see Table 1). The order of presentation of the 32 problems was randomized for each subject.

7.2. Materials

The lexical materials concerned the temporal order of daily activities by two persons, and the eight different versions of each sort of problem were constructed
in the same way as in Experiments 3 and 4. The main clause was prior to the subordinate clause in each premise.

7.3. Procedure

The subjects were tested individually, and the experiment was carried out using a computer. At the beginning of each trial, the screen signaled "press space-bar for the next problem". When subjects pressed the space-bar, the first premise appeared and stayed on the screen until the subjects pressed the space-bar again. At this point, the next premise appeared, and the procedure continued until the fourth premise. When the subjects then pressed the space-bar, the question appeared and stayed on the screen until they pressed the space-bar again. The subjects then typed their answer. The computer recorded five main latencies: the time taken to read each of the four premises, and the time from the presentation of the question until the subjects began to type their response. (The computer also recorded the time that the subjects took to type their complete answer, but we did not use this measure because the length of the responses differed between problems with valid answers and those with no valid answers.) The instructions, which were presented on the VDU, were the same as in the previous experiment except that the subjects were told that although they would be timed, they should concentrate on making the correct responses. The instructions also explained how to use the space-bar to present the next premise and how to respond. The subjects solved one practise problem to make sure that they had grasped the procedure. None of the subjects had any difficulty with it.

7.4. Subjects

Twenty-four subjects carried out the experiment. They were all university students without a training in logic. None of them participated in the previous experiments. They were paid about five dollars per hour to participate in the experiment, which lasted about 40 minutes.

8. Results and discussion

Overall, as Table 2 shows, the subjects solved 93% of the transitive one-model problems, 89% of the non-transitive one-model problems, 81% of the multiple-model problems with valid answers, and 44% of the multiple-model problems with no valid answers. There was no reliable difference in accuracy of solutions between the two sorts of one-model problem (Wilcoxon's $T = 50$, $n = 11$, n.s.). However, there was the following reliable trend in correct answers: one-model problems were easier than multiple-model problems with valid answers, which were easier than multiple-model problems with no valid answers (by subjects, Page's $L = 315$, $n = 24$, $p < .0001$; and by materials, Page's $L = 111$, $n = 8$, $p < .001$). In addition, the one-model problems were answered correctly more
often than multiple-model problems with valid answers (Wilcoxon’s $T = 167$, $n = 20$, $p < .02$). The pattern of correct answers accordingly corroborated the model theory and ran counter to the predictions based formal derivations. Eighty-one percent of the erroneous answers to problems with no valid answers were consistent with the premises and only 19% were inconsistent with them, though the two sorts of error are equiprobable a priori (Wilcoxon’s $T = 152$, $n = 19$, $p < .02$).

Fig. 2 presents the means of the reading times for the four premises for the one-model problems, the multiple-model problems with valid answers, and the multiple-model problems with no valid answers. For legibility, the figure is a graph rather than a histogram, and likewise because there was no reliable difference at any point between the two sorts of one-model problem, we have collapsed the data. (The mean reading times in seconds for the one-model problems were as follows with those for non-transitive problems with an irrelevant
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**Fig. 2.** The mean reading times in Experiment 5 for each of the four premises for the one-model problems (1M), the multiple-model problems with valid answers (2M), and the multiple-model problems with no valid conclusions (NVC).
premise preceding those for the transitive problems: first premise 12.0 and 11.4, second premise 10.9 and 10.5, third premise 9.5 and 9.5, fourth premise 8.6 and 7.8.) The mean latencies to respond to the questions for the four sorts of problems were as follows:

- Non-transitive one-model problems: 5.8 seconds
- Transitive one-model problems: 7.0 seconds
- Multiple-model problems with valid answers: 8.7 seconds
- Multiple-model problems with no valid answers: 10.7 seconds

We carried out two analyses of variance (using the Statistica general MANOVA program): the first analysis was of the reading times for each of the four premises, and the second analysis was of the latencies to respond to the question. The analysis of the reading times showed that there was a significant effect of the type of problem ($F(3, 69) = 3.82$, $p < .02$), a significant difference over the four premises; i.e., the subjects read them progressively faster ($F(3, 69) = 5.68$, $p < .002$), and a significant interaction between these two variables ($F(9, 207) = 2.08$, $p < .04$). The analysis of the response times to the questions showed that there was a significant effect of the type of problem ($F(3, 69) = 7.89$, $p < .0002$).

We carried out three planned orthogonal comparisons on the reading times for each premise and on the latencies to respond to the question:

1. The difference between the two sorts of one-model problem. As we expected, it was not significant in any case, though it was nearly so for the response time to the question ($F(1, 23) = 3.05$, $p < .1$). Subjects accordingly showed a slight tendency to be faster with the problems with an irrelevant premise, but to be less accurate with them. There may be a trade-off between speed and accuracy here, but we emphasize that neither difference was reliable.

2. The difference between one-model problems and multiple-model problems with valid answers. The one-model problems had shorter latencies than the multiple-model problems for the reading times of the second premise ($F(1, 23) = 6.3$, $p < .02$) and for the response times to the question ($F(1, 23) = 7.03$, $p < .02$), but not in any other case. The difference in the reading times of the second premise corroborates the crucial prediction. It is this premise that calls for the construction of alternative models in the multiple-model case, but not in the one-model case.

3. The difference between the three problems with valid answers and the multiple-model problem with no valid answer. As expected, it was significant for the response time to the question ($F(1, 23) = 9.52$, $p < .006$).

Previous results in studies of temporal connectives have suggested that "before" is the lexically unmarked term and therefore slightly easier to understand than the marked term "after" (see, for example, Clark, 1971). We therefore examined the difference between the reading times for "before" and "after" (in the first premise so that the measure would not be influenced by the stage or sort...
of model-building operation). The mean reading time for premises with "before" was 10.7 seconds and the mean reading time for premises with "after" was 12.1 seconds (Wilcoxon's T = 268, n = 24, p < .0003). The main clause always preceded the subordinate clause, and so this result could be because "after" is the marked term and more difficult to understand, or because the order of mention of the two events in the "after" premise is opposite to their actual temporal sequence (see Clark and Clark, 1968; Smith and McMahon, 1970; Mandler, 1986). One further piece of evidence in favor of the relative ease of coping with "before" is that the subjects showed a bias in their answers towards using "before" (55% of responses) rather than "after" (14% of responses, Wilcoxon's T = 275, n = 23, p < .00003). One further piece of evidence in favor of the congruence between order of mention and temporal order concerns the two sorts of question. For the one-model problems, subjects showed a tendency to respond faster to those questions in which the two events were mentioned in the same order as their temporal occurrence (5.9 seconds) than to those questions in which the two events were mentioned in the opposite order to their temporal occurrence (6.6 seconds, but the difference was not quite significant, Wilcoxon's T = 200, n = 24, p > .07). Nevertheless, both factors may affect the difficulty of interpreting individual premises.

### GENERAL DISCUSSION

The experimental results establish three main phenomena, and they corroborate the hypothesis that reasoning about temporal relations depends on mental models of the sequences of events. The first phenomenon concerns the number of models. When a description is consistent with just one model, the reasoning task is simple and subjects typically draw over 90% correct answers. When a description is consistent with more than one model, there is a reliable decline in performance. Experiments 4 and 5 pitted the predictions of the model theory against contrasting predictions based on formal derivations. The results showed that the one-model problems were reliably easier than the multiple-model problems, even though the one-model problems call for formal derivations that add extra steps to the derivations for the multiple-model problems. For multiple-model problems that have a valid answer, the materials in all the experiments have the following property: if reasoners construct just one of the possible models of the premises and base their answer on this model, the answer will still be correct. Hence, unlike multiple-model syllogisms or propositional deductions, it is not necessary to construct each model in the multiple-model case in order to reach the correct answer. Nevertheless, our results suggest that subjects attempted to do so, and indeed they have no way of knowing that one model will suffice. Because a failure to consider all models can still yield the correct answer, the model theory predicts that reasoning in this case should not yield vastly more errors than the one-model case. In contrast, it is vital to consider the multiple models for those problems that have no valid answer, and they generally yielded many more errors, especially in Experiment 4.
The second phenomenon concerns the subjects' erroneous answers. Current versions of formal rule theories make no specific predictions about the nature of such answers (Evans, 1991): subjects are said to err because they misapply a rule or fail to find a correct derivation. The model theory, however, predicts that erroneous answers arise because reasoners fail to consider all the models of the premises, and so these answers should tend to be consistent with at least one model of the premises rather than inconsistent with all of them. The results corroborated this prediction of the model theory. However, if current formal rule theories were modified to incorporate a "censor" that checked for contradictions between conclusions and premises, then, as Martin Braine argues (personal communication), they too would make the same prediction.

The third phenomenon concerns the time that subjects took to read the premises and to respond to the questions (in Experiment 5). In general, the subjects read the four premises progressively faster, but contrary to this trend they took reliably longer to read a premise that led to multiple models than to read a corresponding premise in a one-model problem. Formal rule theories make no such prediction, and it is hard to reconcile this result with such theories because they make no use of models. The result also suggests that subjects do not construct models that represent indeterminacies directly within a model (akin to Fig. 1). Otherwise, the subjects would not have taken longer to read the second premise of multiple-model premises, they would not have been more prone to err with them, and they would not have taken longer to answer questions about them.

Our experiments were based on the assumption that a model of five events was small enough to be accommodated within working memory. Obviously, a one-model problem based on, say, a hundred premises would not be, and so would be very difficult. Hence, our claim is that provided models are tractable in this way, the key factor is the number of models to be constructed. Skeptics might argue that even in Experiments 4 and 5 a process of formal reasoning might be necessary to establish transitivity in the case of the transitive one-model problems. Our failure to find any reliable difference between the transitive one-model premises and the non-transitive one-model problems with irrelevant premises counts against this hypothesis. Are there any differences between one-model and multiple-model problems that could provide the basis for an alternative explanation of our results? In discussing the results of Experiments 1-3, we showed that the lexical materials and the congruence of order of mention and temporal order could not account for the phenomena. Likewise, violations of the optimal referential structure in which to understand discourse (see, for example, the "given-new" contract of Clark and Haviland, 1977) cannot account for the difference, because the referential structures are the same for the first two premises of both the one-model and the multiple-model problems. In Experiment 5, for example, there are one-model problems with the following two initial premises:

\begin{align*}
\text{a happens before b} \\
\text{c happens after b}
\end{align*}

which have the same referential structure as the premises:
for the multiple-model problems. Another potential factor is the presence of an irrelevant premise. It might lead reasoners up the "garden path" and thus make it harder for them to find a correct derivation. This hypothesis could account for the difficulty of the multiple-model problems with valid answers in Experiment 4. It runs into difficulties, however, with our other findings. In Experiments 1–3, there was an irrelevant premise in both the one-model and the multiple-model problems with valid answers, and yet the one-model problems were easier than the multiple-model problems. Likewise, in Experiment 5, there were one-model problems with, and without, irrelevant premises, and there was no reliable difference between them. We conclude that an irrelevant premise may have a marginal effect on reasoning, but it cannot explain the difference between one-model and multiple-model problems.

In a study that complements our own, Vandierendonck and De Vooght (1992) observed that one-model problems led to fewer errors than multiple-model problems, and they reported a finding relevant to the use of time in temporal representations: transitive one-model problems tended to be as hard as multiple-model problems with valid conclusions. This result might be expected if the subjects were imagining the events one after another in an actual kinematic sequence: a b c, because in both cases it is necessary for the whole sequence to unfold. One note of caution, however, is that their experimental procedure seems to have reduced performance considerably on all one-model problems (only about 60% correct choices of conclusion in most of the experiments). It may be that different procedures will increase or decrease the propensity of individuals to imagine events one after another rather than to use static representations of temporal relations.

One other factor is likely to affect the difficulty of temporal reasoning, namely, the referential coherence of the premises. In our studies, the problems were referentially coherent, that is, in premises such as:

\[
\begin{align*}
a &\quad \text{happens before } b \\
b &\quad \text{happens before } c \\
d &\quad \text{happens while } a \\
e &\quad \text{happens while } c
\end{align*}
\]

each premise (apart from the first one) refers back to an event in an earlier premise. Other studies have shown that when the assertions in a spatial description are not presented in a referentially coherent order, the passage takes longer to read and is harder to understand (Ehrlich and Johnson-Laird, 1982). Likewise, Vandierendonck and De Vooght (1992) observed that disruptions to referential coherence produced still more errors in their reasoning task.
In certain reasoning problems, it is advantageous to ignore irrelevant premises and to deal with the relevant premises in a referentially coherent order. Our computer model of temporal reasoning resorts to this strategy whenever its normal mode of processing leads to more models than its index of working memory capacity. The effect of this strategy in Experiments 1–4 would have been to reduce multiple-model problems with irrelevant premises to one-model problems. The experimental data accordingly imply that the subjects did not in general resort to such a strategy. The presentation of the premises one at a time in Experiment 5 render the strategy still less likely.

In conclusion, temporal reasoning can be explained by the theory of mental models: reasoners appear to construct static mental models akin to those used for spatial reasoning. Our computer program reasons in this way, and the results of the first experiments to examine temporal reasoning bore out three predictions of the theory. First, multiple models mean more work: subjects take longer and are more likely to err. Second, erroneous answers tend to be consistent with some models of the premises rather than inconsistent with all of them. Third, an assertion that calls for the construction of multiple models takes longer to read than does a comparable assertion in a one-model problem. Formal rules do not make these predictions, but some formal rule theorists allow that mental models can play a part in deductive reasoning, and Braine (1994)p. 245) himself writes: “I have little doubt that much reasoning does use mental models”.
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