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Abstract—In downlink multi-user beamforming, a single basestation is serving a number of users simultaneously. However, energy intended for one user may leak to other unintended users, causing interference. With signal-to-interference-plus-noise ratio (SINR) being one of the most crucial quality metrics to users, beamforming design with SINR guarantee has always been an important research topic. However, when the channel state information is not accurate, the SINR requirements become probabilistic constraints, which unfortunately are not tractable analytically for general uncertainty distribution. Therefore existing probabilistic beamforming methods focus on the relatively simple Gaussian and uniform channel uncertainties, and mainly rely on probability inequality based approximated solutions, resulting in conservative SINR outage realizations. In this paper, based on the local structure of the feasible set in the probabilistic beamforming problem, a systematic method is proposed to realize tight SINR outage control for a large class of channel uncertainty distributions. With channel estimation and quantization errors as examples, simulation results show that the SINR outage can be realized tightly, which results in reduced transmit power compared to the existing inequality based probabilistic beamformers.

Index Terms—Probabilistic SINR constrained beamforming, Tight probabilistic control, Channel uncertainty.

I. INTRODUCTION

Due to diverse nature of data (e.g., video call, VoIP, online game, instant message, etc) simultaneously transmitting through modern wireless systems, different quality of services (QoS) are needed from different users. Exact QoS control is a desirable property for future heterogeneous networks with dense small cell deployments [1], since over-satisfied QoS inevitably leads to interference leakage to unintended users. While bit error rate (BER) is undoubtedly one of the most important QoS criteria in a communication system, it is a highly nonlinear function of the beamformer, and various approximations are needed in the beamformer optimization [2]. Therefore, commonly used surrogate QoS criteria in beamforming design include mean square error (MSE) of data, signal-to-interference-plus-noise ratio (SINR) and channel capacity [3], [7]. Among the above criteria, SINR is a compelling QoS criterion, due to the direct relationship between SINR and BER through the Gaussian Q-function [4], while other criteria have only indirect connections to BER.

However, the ideal case of exact SINR control in a multiuser system is hindered by channel uncertainties [3], [8]. By modeling the channel uncertainties lie in a bounded region, SINR constrained robust beamforming and transceiver design are proposed to tackle the worst-case error in [5], [6], [9] and [10]. Unfortunately, the bounded robust optimization is generally conservative owing to its worst-case criterion [13]. On the other hand, probabilistic SINR constrained beamforming provides a soft SINR control if the probability density function (PDF) of the channel uncertainty is known. Previous probabilistic beamforming schemes mainly consider the Gaussian channel uncertainty, and only approximation solutions are available by using different probability inequalities, e.g., triangle inequality for the array beamforming [11], Vysochanskii-Petunin inequality for power allocation [12], [13], Bernstein-type inequality [14], [15] and Bernstein approximation [16] for probabilistic SINR constrained beamforming. However, owing to the restricted feasible set in those safe approximations, the SINR requirement of these designs are over-satisfied, which leads to unnecessarily high transmit powers. Although a bisection calibration method is proposed in [17] to mitigate the high transmit power problem under independent Gaussian and uniform channel uncertainties, the bisection range might not exist and thus it is not guaranteed to be implementable.

In this paper, a tight probabilistic SINR control is achieved in multiuser beamforming under a large class of bounded or unbounded channel uncertainties with known PDF. Facing the challenge of intractable probabilistic constraints, a successive method is proposed to reconstruct the feasible set. In particular, we first find a feasible subset based on the moment and support information of the channel uncertainty. Then, a joint feasible subsets refinement and sequential optimization is proposed to analyze the unexplored feasible subsets. In contrast to the oscillating convergence behavior of the bisection calibration [17], the proposed iterative method ensures the transmit power decrease monotonically and achieves tight outage control quickly. Simulation results under channel estimation and quantization errors show that the probabilistic SINR requirements are fulfilled tightly, which leads to improved performance on transmit power compared to existing approximation based probabilistic beamforming.

The rest of this paper is organized as follows. In Section II, the probabilistic beamforming problem is formulated and a systematic way of finding a feasible subset is introduced. Joint feasible subsets refinement and optimization is described in Section III. The computation details of the iterative procedure
is presented in Section IV. Simulation results are presented in Section V, and conclusions are drawn in Section VI.

**Notation:** In this paper, \(E(\cdot), (\cdot)^T\), and \((\cdot)^H\) denote statistical expectation, transposition and Hermitian, respectively. In addition, \(\text{Tr}(\cdot)\) and \(\|\cdot\|_F\) refer to the trace and Frobenius norm of a matrix, respectively, while \(\|\cdot\|_2\) denotes the norm of a vector. \(\text{Re}\{\cdot\}\) and \(\text{Im}\{\cdot\}\) extract real and imaginary parts of the argument, respectively. Symbol \(\text{Diag}(x)\) denotes a diagonal matrix with vector \(x\) on its diagonal, and \(I_K\) is a \(K \times K\) identity matrix.

**II. PROBLEM FORMULATION AND FINDING A FEASIBLE SUBSET**

The downlink multiuser beamforming system under consideration consists of one base station (BS) equipped with \(N\) transmit antennas and \(K\) single-antenna active users, where \(K < N\). The \(k\)th user’s channel and beamformer are represented as \(h_k\) and \(w_k\), respectively, and the noise at the \(k\)th user is distributed as \(C_N(0, \delta_k^2)\). The beamforming design aiming at minimizing transmit power at BS with guaranteed probabilistic SINR requirements can be formulated as

\[
\min_{\mathbf{w}} \quad \|\mathbf{w}\|_F^2 \quad \text{s.t.} \quad \Pr\{\text{SINR}_k(\mathbf{W}, h_k) \geq \gamma_k\} \geq 1 - p_k, \quad \forall k \in K, \quad (1)
\]

where \(\text{SINR}_k(\mathbf{W}, h_k) = \frac{\|\mathbf{h}_k^H \mathbf{w}_k\|^2_2}{\sigma_n^2 + \|\mathbf{h}_k^H \mathbf{w}_k\|^2_2 + \delta_k^2}\), \(\mathbf{W} = [\mathbf{w}_1, \mathbf{w}_2, \ldots, \mathbf{w}_K]\), \(K = \{1, 2, \ldots, K\}\) and outage probability \(p_k \in [0, 1]\). To model channel uncertainty, it is noted that \(h_k = h_k^* + x_k\), where \(h_k^*\) is the obtained channel information (e.g., through estimation or quantization), and \(x_k\) is the channel uncertainty with continuous PDF \(f(x_k)\). It is assumed that the mean vector \(E(x_k) = 0\). Furthermore, the covariance matrix \(\Sigma_k \succeq 0\) and the support \(x_k = \{x_k|x_k^H A_k x_k \leq r_k^2, A_k^H A_k = A_k\}\) of \(f(x_k)\) are assumed to be available. Notice that the quadratic matrix \(A_k\) covers the unbounded support \((A_k = \mathbf{I}_K, r_k \rightarrow +\infty)\) from many common distributions, e.g., Gaussian, Laplace and \(t\)-distribution, and ellipsoid bounded support \((A_k \succeq 0\) and \(r_k\) is bounded).

Due to the unknown beamforming matrix \(\mathbf{W}\), and the non-linear SINR expression, the distribution of \(\text{SINR}_k(\mathbf{W}, h_k)\) is difficult to be determined for a general PDF \(f(x_k)\). Therefore, the closed-form expression for the constraints of (1), and subsequently the feasible set of problem (1) \(\mathcal{W}_0\) is not directly available. Even worse is that the location of the feasible set of (1), which is the premise for solving the optimization problem, is not known. An usual way to tackle the problem is to find a tractable lower bound function of \(\Pr\{\text{SINR}_k(\mathbf{W}, h_k) \geq \gamma_k\}\).

For Gaussian uncertainty in \(h_k\), Bernstein-type inequality provides a lower bound function of \(\Pr\{\text{SINR}_k(\mathbf{W}, h_k) \geq \gamma_k\}\) [14]. However, it is not guaranteed to be a lower bound for channel uncertainties with other distributions.

On the other hand, with the moment and support information of the channel uncertainty, the inequality

\[
\Pr\{\text{SINR}_k(\mathbf{W}, h_k) \geq \gamma_k\} \geq \inf_{x_k \in \mathcal{X}_k} \Pr\{\text{SINR}_k(\mathbf{W}, h_k) \geq \gamma_k\} \quad \text{for } x_k \in \mathcal{X}_k,
\]

holds for all channel uncertainty distributions. The rationale of using this lower bound is that by only keeping the moment and support information, an analytic expression can be obtained. To see this, the lower bound is first reformulated as

\[
\inf_{x_k \in \mathcal{X}_k} \Pr\{\text{SINR}_k(\mathbf{W}, h_k) \geq \gamma_k\} \geq \frac{1}{\mathcal{N}(0, \delta_k^2)} \int_{x_k \in \mathcal{X}_k} f_0(x_k) dx_k = 1, \quad (3)
\]

\[
\mathbb{E}(x_k) = 0, \quad \mathbb{E}(\mathbf{x}_k^H \mathbf{x}_k) = \Sigma_k, \quad \mathbb{E}(\mathbf{x}_k^H \mathbf{x}_k^H) = \Sigma_k, \quad (4)
\]

where \(f_0(x_k)\) is a PDF satisfying the moment and support constraint of \(x_k\). With real Lagrangian multipliers \(\nu_k\) and complex Lagrangian multipliers \(\eta_k\), \(\Xi_k\) (with \(\Xi_k = \Xi_k^H\)), it is shown in Appendix A that the dual problem of (3) can be expressed as

\[
\max_{z_k} \quad \text{Tr}(\mathbf{Z}_k \Sigma_k) \quad \text{s.t.} \quad u_k^H \mathbf{Z}_k u_k \leq 0, \quad \forall u_k : u_k^H A_k \begin{bmatrix} 0 \\ 0 \end{bmatrix} u_k \leq 0, \quad u_k^H L(Q_k) u_k \leq 0, \quad u_k^H Z_k u_k \leq 1, \quad \forall u_k : u_k^H A_k \begin{bmatrix} 0 \\ 0 \end{bmatrix} u_k \leq 0, \quad (5)
\]

By replacing the intractable function \(\Pr\{\text{SINR}_k(\mathbf{W}, h_k) \geq \gamma_k\}\) in (1) with the dual problem (5), we have following beamforming design problem

\[
\min_{(w_k, q_k, z_k, h_k, x_k)} \quad \sum_{k=1}^{K} \text{Tr}(Q_k) \quad \text{s.t.} \quad \text{Tr}(\mathbf{Z}_k \Sigma_k) \geq 1 - p_k, \quad \forall k \in K, \quad \beta_k \begin{bmatrix} A_k^0 & 0 \\ 0^T & r_k^2 \end{bmatrix} Z_k + \text{Diag}([0, 1]) \geq 0, \quad \forall k \in K, \quad (6)
\]

Obviously, the constraint functions in (6) are in analytic expressions.

However, since the bilinear formulation of \(\alpha_k\) and \(Q_k\) in (6) hinders further analysis, simplification of (6) is needed by using the following property.

**Property 1.** In problem (6), \(\alpha_k\) does not occur at zero for any \(k \in K\).

**Proof:** If any \(\alpha_k\) equals zero in problem (6), the first two constraints of the \(k\)th user become

\[
\text{Tr}(\mathbf{Z}_k \Sigma_k) \geq 1 - p_k, \quad (7)
\]

\[
\beta_k \begin{bmatrix} A_k^0 & 0 \\ 0^T & r_k^2 \end{bmatrix} Z_k \geq 0, \quad (8)
\]
Since $\Sigma_k \succeq 0$, $\Sigma_k = \begin{bmatrix} \Sigma_k^+ & 0 \\ 0 & 1 \end{bmatrix} \succeq 0$ is obtained. Together with the positive semidefinite property in (8), we have $(\Sigma_k^+)^H(\beta_k A_k^0 \beta_k^0 - r_k^2) - Z_k \Sigma_k^+ \succeq 0$, which makes $\text{Tr}(\beta_k A_k^0 \beta_k^0 - r_k^2) - \text{Tr}(Z_k \Sigma_k)$ $\geq 0$. Furthermore, notice that $\text{Tr}(\beta_k (A_k \Sigma_k) - r_k^2) = \beta_k (\text{Tr}(A_k \Sigma_k) - r_k^2)$, we have $\beta_k (\text{Tr}(A_k \Sigma_k) - r_k^2) \geq \text{Tr}(Z_k \Sigma_k)$.

Owing to the Jensen’s inequality, we have

$$\text{Tr}(A_k \Sigma_k) = \text{Tr}(A_k E(x_k^H x_k^H)) \leq E(\text{Tr}(A_k x_k^H x_k^H)) \leq \text{E}(x_k^H x_k),$$

$$\leq r_k^2,$$

where the last inequality is due to the support set definition $\{x_k^H x_k \leq r_k^2, A_k x_k = A_k\}$. Taking the result $\text{Tr}(A_k \Sigma_k) \leq r_k^2$ and the constraint $\beta_k \geq 0$ into (9) shows that $\text{Tr}(Z_k \Sigma_k) \leq 0$. Therefore, the constraint in (7) becomes $0 \geq 1 - p_k$, which is infeasible since the outage target $p_k \in [0, 1]$.

Therefore, the equality part of $\{\alpha_k \geq 0\}_{k=1}^K$ in (6) is redundant, and the constraint can be reduced to $\{\alpha_k > 0\}_{k=1}^K$. The nonlinear formulation of $\alpha_k$ and $Q_k$ in (6) is then removed by letting $\alpha_k := 1/\alpha_k > 0$ and multiplying $\alpha_k$ to the first three constraints of the $k$th user, and (6) becomes

$$\min_{(w_k, q_k, z_k, \beta_k, \alpha_k, \tilde{\alpha}_k)} \sum_{k=1}^{K} \text{Tr}(Q_k)
\text{s.t.} \quad \text{Tr}(Z_k \Sigma_k) \geq (1 - p_k)\alpha_k, \quad \forall k \in K
\quad \beta_k \begin{bmatrix} A_k^0 & 0 \\ 0 & 0 \end{bmatrix} - Z_k + L(Q_k) \succeq 0, \quad \forall k \in K
\quad \tilde{\alpha}_k \begin{bmatrix} A_k^0 & 0 \\ 0 & 0 \end{bmatrix} - Z_k + \text{Diag}(\{\alpha_k\}) \succeq 0, \quad \forall k \in K
\quad Z_k - Z_k^H, \quad \tilde{\alpha}_k > 0, \quad \beta_k \geq 0, \quad \tilde{\alpha}_k \geq 0, \quad Q_k = w_k w_k^H, \quad \forall k \in K,$$

with new variables $Z_k := \alpha_k Z_k$, $\tilde{\alpha}_k := \alpha_k \beta_k$ and $\tilde{\alpha}_k := \alpha_k \tilde{\alpha}_k$.

**Theorem 1.** Any feasible solution $[w_1, w_2, \ldots, w_K]$ in (14) is a feasible solution of problem (1).

**Proof:** Since the objective and constraint functionals of the primal problem (3) are linear functionals of the PDF $f_{\theta}(x_k)$, the primal problem (3) is a convex problem. Furthermore, since the moment and support information belongs to the known PDF $f(x_k)$, the primal problem (3) is feasible. Therefore, feasible primal problem (3) guarantees the weak duality holds between (3) and its dual (5), i.e., (5) is a lower bound of (3). Furthermore, (5) is also a lower bound of $\text{Pr}[\text{SINR}_{k}(\mathbf{W}, h_k) \geq \gamma_k]$, which leads to the feasible set of (14) must be a feasible subset of (1).

Owing to the nonconvex quadratic constraint $Q_k = w_k w_k^H$, solution for (14) is difficult to be obtained. A popular method to solve (14) is semidefinite relaxation (SDR), i.e., replacing the nonconvex constraint with $Q_k \succeq 0$ and deleting the rank-one constraint. Although the SDR converts (14) into an efficiently solvable problem, and it is known that Gaussian randomization procedure [19] can be used to mitigate the rank-one issue, there is still a chance that rank-one feasible solution of (1) cannot be obtained. Fortunately, owing to the special relationship between SINR and MSE, a convex problem can be proposed to find the feasible subset of (1) as follows.

**Theorem 2.** Any feasible solution $\mathbf{W}$ in the following convex problem is a feasible solution of problem (1).

$$\min_{\mathbf{W}, (\alpha_k, \gamma_k, \tilde{\alpha}_k, \beta_k, \tilde{\alpha}_k)} \|\mathbf{W}\|_F^2
\text{s.t.} \quad \mathbf{Z}_k + \text{Diag}(\{\alpha_k\}) \succeq 0, \quad \mathbf{Z}_k \succeq 0, \quad \tilde{\alpha}_k \succeq 0, \quad Q_k = w_k w_k^H, \quad \forall k \in K,
$$

where $\mathbf{Z}_k := \mathbf{W}^H \mathbf{W}$, $\mathbf{W}^H \hat{h}_k - b_k e_k$ and the $K \times 1$ vector $e_k = [0, \ldots, 1, 0, \ldots, 0]^T$ with the $l$th appears at the $k$th position.

**Proof:** See Appendix B.

The tradeoff between SINR criterion (14) and MSE criterion (15) can be analyzed from the conservativeness and complexity perspectives. From the conservativeness aspect, since the MSE constraint is only a sufficient condition to guarantee the SINR constraint, the MSE criterion (15) is generally more conservative than the SINR criterion (14). From the computational complexity aspect, the convex problem (15) enables efficient method to obtain a feasible solution, while the SDR based (14) needs an extra Gaussian randomization process to obtain a rank-one solution if a higher rank solution is obtained. Therefore, the complexity of obtaining a guaranteed rank-one solution from (14) is generally higher that that of (15).

The connections of problems (14) and (15) with existing robust optimization problems are revealed as follows.

**Property 2.** When $p_k = 0$, $\Sigma_k > 0, \forall k \in K$, (14) is degenerated to the robust beamforming problem in [5]

$$\min_{(w_k, q_k, z_k, \beta_k, \alpha_k)} \sum_{k=1}^{K} \text{Tr}(Q_k)
\text{s.t.} \quad \beta_k \begin{bmatrix} A_k^0 & 0 \\ 0 & 0 \end{bmatrix} - Z_k + L(Q_k) \succeq 0, \quad \beta_k \geq 0, \quad Q_k = w_k w_k^H, \quad \forall k \in K.$$
\( \tilde{k}_k = 0 \) has two consequences. Firstly, \( \tilde{k}_k = 0 \) makes (19) become \( \text{Diag}([0, \alpha_k]) - Z_k \geq 0 \). Making use of the definition of \( \tilde{Z}_k \), we have \( \tilde{\alpha}_k \left[ -\frac{1}{2} \tilde{\nu}_k \right] \geq 0 \), which implies
\[
\Xi_k \leq 0 \quad \text{and} \quad \nu_k \leq 1. \tag{22}
\]

Secondly, \( \tilde{k}_k \) is NOT included. Expanding this condition gives \( \text{Diag}([0, \tilde{k}_k]) - Z_k \geq 0 \). The fact that for \( \nu_k \leq 1 \), it is obvious that only \( \Xi_k = 0 \) and \( \nu_k = 1 \) yield a solution (23). Taking \( \Xi_k = 0 \) and \( \nu_k = 1 \)

\[
\tilde{\alpha}_k \left[ -\frac{1}{2} \tilde{\nu}_k \right] \geq 0 \quad \text{which eventually leads to} \quad \tilde{Z}_k = \text{Diag}([0, \tilde{\alpha}_k]) \quad \text{and} \quad \tilde{k}_k = \text{Diag}([0, \tilde{\alpha}_k]) \to (17)-(20), \quad \text{it can be easily shown that} \quad (17) \quad \text{can be eliminated and the simplified constraints become}
\]

\[
\tilde{\beta}_k \left[ \frac{A_k}{\sigma^2} - \frac{1}{\tilde{r}_k^2} \right] + L(Q_k) \geq \text{Diag}([0, \tilde{\alpha}_k]),
\]

\[
\tilde{\alpha}_k > 0, \quad \tilde{\beta}_k \geq 0, \quad Q_k = w_k w_k^T. \tag{24}
\]

Since \( \tilde{k}_k \) is NOT involved in the objective function of (14), the largest feasible set of \( (w_k, Q_k, \tilde{\beta}_k) \) in (24) occurs at the limit condition \( \tilde{\alpha}_k \to 0^+ \). Therefore, \( p_k = 0, \forall k \in K \) make the problem (14) degenerate to the robust optimization problem (16).

Similarly, \( p_k = 0, \Sigma_k > 0, \forall k \in K \) in (15) also leads to \( \tilde{k}_k = 0, \tilde{Z}_k = 0 \) and \( \tilde{\alpha}_k \to 0^+ \), \( \forall k \in K \), and (15) degenerates into the robust transceiver design problem in [8].

**Property 3.** When the channel uncertainty is unbounded, i.e., \( r_k \to +\infty, \forall k \in K \), we have \( \tilde{k}_k = 0 \) and \( \tilde{\beta}_k = 0, \forall k \in K \) in (14).  

*Proof:* Since (14) is equivalent to (6), we start from (6) instead. The first and the third constraints of the \( k^{th} \) user in (6) are

\[
\text{Tr} \left( \left[ \frac{\Xi_k}{\frac{1}{2} \nu_k} \right] \frac{\Sigma_k}{\nu_k} \right) \geq 1 - p_k, \tag{25}
\]

\[
\kappa_k \left[ \frac{A_k}{\sigma^2} - \frac{1}{\tilde{r}_k^2} \right] + \text{Diag}([0, 1]) \geq 0. \tag{26}
\]

First, (25) is simplified to \( \nu_k + \text{Tr} (\Xi_k \Sigma_k) \geq 1 - p_k \) owing to the outage probability \( p_k \in [0, 1] \). Furthermore, since the diagonal elements and the principle submatrices of a positive semidefinite matrix must be nonnegative and positive semidefinite respectively, (26) implies

\[
-\nu_k \geq \lambda_{max}(\kappa_k A_k) \geq \lambda_{max}(\Xi_k) \geq \lambda_{max}(\Xi_k). \tag{27}
\]

With the covariance matrix \( \Sigma_k \geq 0 \), we have \( \lambda_{max}(\Xi_k) \text{Tr}(\Sigma_k) \geq \text{Tr}(\Xi_k \Sigma_k) \geq 0 \). Putting this result into (29), we obtain

\[
\lambda_{max}(\Xi_k) \text{Tr}(\Sigma_k) \geq \kappa_{r} \tilde{k}_k - 1. \tag{30}
\]

Combining (28) with (30), we have

\[
\kappa_k \lambda_{max}(A_k) - (\kappa_{r} \tilde{k}_k - 1) / \text{Tr}(\Sigma_k) > 0. \tag{31}
\]

Since \( \kappa_k \geq 0 \) from the constraint of (6), in the following, we divide the discussion into \( \kappa_k > 0 \) and \( \kappa_k = 0 \). If \( \kappa_k > 0 \), (31) is equivalent to \( \kappa_k \lambda_{max}(A_k) - (\kappa_{r} \tilde{k}_k - 1) / \text{Tr}(\Sigma_k) > 0 \) \( \kappa_k > 0 \), which is infeasible when \( r_k \to +\infty \) as \( \text{Tr}(\Sigma_k) > 0 \) and \( A_k \) is a matrix with bounded elements. On the other hand, \( \kappa_k = 0 \) satisfies the constraint in (31). Therefore, \( \kappa_k \geq 0 \) in (6) becomes \( \kappa_k = 0 \), i.e., \( \tilde{k}_k = 0, \forall k \in K \) in (14). Similar contradiction proofs can be used to prove \( \tilde{\beta}_k = 0 \) in (14) when \( r_k \to +\infty \).

Similarly, \( r_k \to +\infty, \forall k \in K \) in (15) leads to \( \tilde{k}_k = 0 \) and \( \tilde{\beta}_k = 0, \forall k \in K \), and (15) degenerates into the moment-constrained transceiver design problem in [18].

**Remark 1.** In practice, the parameters of the support set \( \mathcal{X}_k \) can be determined as follows. For channel estimation error, since the noise is generally modelled as a Gaussian random variable, the estimation error is unbounded. Therefore, the parameters of the support set are \( A_k = I_N \) and \( r_k \to +\infty \). On the other hand, a finite bound is more appropriate for quantization error. In particular, in such case, it is a common practice to choose the covariance matrix \( \Sigma_k \) as \( A_k \). Furthermore, with \( N_s \) independent error sample \{\( x_k[i] \}_{i=1}^{N_s} \), an estimator for \( r_k \) is \( \hat{r}_k = \max(\{\sqrt{x_k[i]} \Sigma_k x_k[i]\}_{i=1}^{N_s}) \). According to the one-sided Chernoff bound in [22, p. 115, (8.16)], \( N_s = \frac{1}{\delta} \ln \frac{1}{1 - \epsilon} \) independent error samples guarantee the estimated support set cover \( 100(1 - \epsilon) \) percent channel uncertainty with reliability \( 1 - \delta \).
Therefore, each feasible solution $W$ of (1) can generate a feasible subset $\mathcal{W}(W)$ which contains $W$ itself. Although optimization over $\mathcal{V}(W)$ may find better solution than $W$, obviously, an even larger feasible subset than $W$ is highly desirable.

More specifically, from the coupling effect between the support subset $\mathcal{H}_k(W)$ and the feasible subset $\mathcal{V}(W)$ in Definition 1, it can be seen that reducing the number of elements in the support subset $\mathcal{H}_k(W)$ may enlarge the feasible subset $\mathcal{V}(W)$. Therefore, we consider a squeezed support subset $\mathcal{H}_k(W)$ as

$$\mathcal{H}_k(W, q_k) := \{ h_k | h_k \in \{ h_k + \chi_k \}, \sinr_k(h_k, h_k) \geq q_k \},$$

where $q_k \geq \gamma_k$, and we have

$$\mathcal{H}_k(W, q_k) \subseteq \mathcal{H}_k(W).$$

Then the corresponding set generated from $\mathcal{H}_k(W, q_k)$ is

$$\mathcal{W}(W, q) := \{ \{ \sinr_k(W, h_k) \geq \gamma_k, \forall h_k \in \mathcal{H}(W, q_k) \}_{k=1}^K \},$$

where $q = [q_1, q_2, \ldots, q_K]^T$. In order to make $\mathcal{V}(W, q)$ a feasible subset of $\mathcal{V}(W)$, the parameters $q_k$ should be chosen such that for any $W \in \mathcal{V}(W, q)$, it must satisfy the constraints in (1), i.e., $\Pr(\sinr_k(W, h_k) \geq \gamma_k) \geq 1 - p_k$. With similar derivations to (60) of Appendix C, it can be easily established that $\Pr(\sinr_k(W, h_k) \geq \gamma_k) = \Pr(\{ h_k \in \mathcal{H}_k(W, q_k) \} + c)$, where $c$ is always nonnegative. Since increasing $q_k$ would decrease $\Pr(\{ h_k \in \mathcal{H}_k(W, q_k) \})$, in order to guarantee $\Pr(\sinr_k(W, h_k) \geq \gamma_k) \geq 1 - p_k$, the maximum $q_k$ is chosen to satisfy $\Pr(\{ h_k \in \mathcal{H}_k(W, q_k) \}) = 1 - p_k$. Furthermore, since $\Pr(\{ h_k \in \mathcal{H}_k(W, q_k) \}) = \Pr(\{ h_k \in \{ h_k + \chi_k \}, \sinr_k(W, h_k) \geq q_k \})$ and $\Pr(\{ h_k \in \{ h_k + \chi_k \} \} = 1$, we have $q_k$ be selected such that $\Pr(\sinr_k(W, h_k) \geq q_k) = 1 - p_k$.

To reveal the inter-relationship between $\mathcal{W}(W)$ and $\mathcal{W}(W, q)$, we consider

$$\mathcal{W}(W, q) \cap \mathcal{W}(W) = \{ \{ \sinr_k(W, h_k) \geq \gamma_k, \forall h_k \in \mathcal{H}_k(W, q_k) \}_{k=1}^K, \}$$

$$= \{ \{ \sinr_k(W, h_k) \geq \gamma_k, \forall h_k \in \mathcal{H}_k(W) \}_{k=1}^K \} = \mathcal{W}(W),$$

where the second equality comes from the inclusive relationship in (33) and the final equality comes from the Definition 1. Therefore, an important property of those constructed feasible subsets is

$$W \in \mathcal{W}(W) \subseteq \mathcal{W}(W, q) \subseteq \mathcal{W}(W).$$

That is, the squeezed support subsets $\{ \mathcal{H}_k(W, q_k) \}_{k=1}^K$ in (32) enlarge the corresponding feasible subset $\mathcal{W}(W, q)$ in (34).

With the largest feasible subset $\mathcal{W}(W, q)$ tuned by $q$, owing to $W \in \mathcal{W}(W, q)$, better feasible solution than $W$ can be found via $\min \{ ||W||_F^2 | W \in \mathcal{W}(W, q) \}$. With the obtained new solution, we can construct another feasible subset of $\mathcal{W}(W)$ and perform another optimization, and so on. That makes iterative improvement of the objective function becomes possible. The proposed iterative procedure begins with finding a feasible solution $W^{[0]} = W$ from (14) or (15) (or the solution in [13], [14], [16] under Gaussian channel uncertainty), followed by iterations between the following two steps until convergence.

- **P-step:** Finding $q_k \in [\gamma_k, +\infty)$ such that $\Pr(\sinr_k(W, h_k) \geq q_k) = 1 - p_k$.
- **O-step:** Solving the $i$th subproblem $\min \{ ||W||_F^2 | \{ \sinr_k(W, h_k) \geq \gamma_k \}, W \in \mathcal{W}(W, q_k, h_k) \}_{k=1}^K \}$, denoting the solution as $W^{[i+1]}$. Increment $i$ by one.

**Lemma 1.** If $W^{[i]}$ generated from the $(i-1)^{th}$ O-step does not activate the $k^{th}$ inequality constraint in the original problem (1), then $W^{[i]}$ does not activate the $k^{th}$ inequality constraint of the $i^{th}$ O-step subproblem.

**Proof:** If the $(i-1)^{th}$ O-step solution $W^{[i]}$ does not activate the $k^{th}$ constraint in (1), i.e., $\Pr(\sinr_k(W^{[i]}, h_k) \geq \gamma_k) > 1 - p_k$, the parameter $q_k^{[i]}$ is needed to make $\Pr(\sinr_k(W^{[i]}, h_k) \geq q_k^{[i]}) = 1 - p_k$ at P-step. Together with the definition $\mathcal{H}_k(W^{[i]}, q_k^{[i]}) = \{ h_k \in \{ h_k + \chi_k \}, \sinr_k(W^{[i]}, h_k) \geq q_k^{[i]} \}$, we have $W^{[i]}$ does not activate the $k^{th}$ constraint $\sinr_k(W^{[i]}, h_k) \geq \gamma_k$ in the $i^{th}$ O-step subproblem.

Lemma 1 reveals the connection between the original problem (1) and the O-step subproblem, which facilitates the convergence analysis of the iterative procedure presented as follows.

**Proposition 1.** If every O-step generates descent solution, the iterative procedure converges. With strictly descent solution in every O-step, the limit solution activates all $K$ users’ constraints in problem (1).

**Proof:** First, since $W^{[i]} \in \mathcal{W}(W^{[i]}, q)$ is established in (38), a descent solution with $||W^{[i+1]}||_F^2 \leq ||W^{[i]}||_F^2$ is possible. With the monotonic decreasing property of $||W||_F^2$, and the transmit power is bounded below by zero, the convergence of iterative procedure is guaranteed.

Second, if $W^{[i]}$ does not activate the $k^{th}$ constraint in the original problem (1), according to Lemma 1, $W^{[i]}$ does not activate the $k^{th}$ constraint $\sinr_k(W^{[i]}, h_k) \geq \gamma_k$ in $i^{th}$ O-step subproblem. This implies directly scaling down the $k^{th}$ beamformer $w_k$ (the $k^{th}$ column of $W^{[i]}$) until $\sinr_k(W^{[i]}, h_k) = \gamma_k$ would reduce transmit power strictly, hence $||W^{[i+1]}||_F^2 < ||W^{[i]}||_F^2$ becomes possible. Furthermore, scaling down $w_k$ reduces interference leakage to other users, and other SINR constraints would remain valid. Therefore, the iterative procedure with strictly decreasing transmit power in successive O-steps would not stop, as long as any of the user’s constraint in (1) is not active. That is, the limit solution activates all constraints in (1).
IV. Computation Details of the Iterative Procedure

In the previous section, the framework of sequential optimization is established. The details of P-step and O-step are derived in this section.

A. P-step

The P-step is to find the quantile \( q_k^{[i]} \) such that
\[
\Pr\{\text{SINR}_k(W^{[i]}, h_k) \geq q_k^{[i]}\} = 1 - p_k.
\]
Owing to the monotonic increasing property of the continuous cumulative distribution function (CDF) of SINR\(_k\), the parameter \( q_k^{[i]} \) can be found in \([\gamma_k, +\infty)\) by bisection. However, even if the PDF of channel uncertainty \( x_k \) is known, due to the complicated dependence of SINR with respect to \( x_k \), the exact CDF of SINR in general is difficult to be obtained. One straightforward way is to use Monte Carlo methods, in which samples \([x_k(j)]_j=1^N\) are generated, and fed into the SINR expression to obtain its empirical distribution. Then \( q_k^{[i]} \) can be found by bisection. To make the realized outage probability \( \hat{p}_k := 1 - \Pr\{\text{SINR}_k(W^{[i]}, h_k) \geq q_k^{[i]}\} \) approach the target outage probability \( p_k \) with accuracy \( \epsilon \) and reliability \( 1 - \delta \), i.e.,
\[
\Pr[|\hat{p}_k - p_k| \leq \epsilon] \geq 1 - \delta,
\]
the number of independent samples needed is \( N_s = \frac{1}{\epsilon^2} \ln \frac{1}{\delta} \) [22, p. 114]. Since the Monte Carlo method involves vector multiplications and a sorting process, the complexity is \( O(N_s(NK + \log N_s)) \).

Although Monte Carlo methods are general and easily be implemented, the computational complexity is high, e.g., a mild accuracy requirement \( \epsilon = 1\% \) makes \( N_s \) on the order of \( 10^4 \). On the other hand, notice that the SINR outage probability can be equivalently written as
\[
\Pr\{h_k^H(Q_k^{[i]} - q_k^{[i]} \sum_{i=1, i\neq k}^K Q_i)h_k \geq q_k^{[i]} \delta_k^2\} = 1 - p_k,
\]
(39)
where \( Q_k^{[i]} = w_k^{[i]}(w_k^{[i]})^H \). If the cumulative-generating function (CGF) of \( d_k \) is known, saddlepoint approximation [23] provides accurate and efficient way to evaluate the left hand side of (39). In particular, with CGF of \( d_k \) denoted by \( g(t) \), the second-order saddlepoint approximation of the probability in (39) is [24, p. 53]
\[
\Pr(d_k \geq q_k^{[i]} \delta_k^2) \approx 1 - \Phi(u) - \phi(u)\left\{\frac{1}{u} - \frac{1}{v} - \frac{1}{w} \left(\frac{O_k}{8}\right) - \frac{5}{4}(O_3)^2 \right\} + \frac{1}{v^2 + \frac{O_3}{2}} - \frac{1}{w^2},
\]
(40)
where \( \Phi(\cdot) \) and \( \phi(\cdot) \) are the CDF and PDF of the standard normal distribution, \( O_k = g''(v(t_0))/g''(v(t_0))^{3/2} \) with \( n = \{3, 4\} \),
\[
u = \text{sgn}(v(t_0))\sqrt{2(1 - q_k^{[i]} \delta_k^2 - g(t_0))},
\]
and the saddlepoint \( t_0 \) is determined from
\[
g'(t_0) = q_k^{[i]} \delta_k^2.
\]
(41)
For Gaussian channel uncertainty, it is shown in Appendix D that the CGF of \( d_k \) is \( g(t) = \sum_{j=1}^N \left(\frac{m_j}{2 \lambda_j} \ln(1 - 2 \lambda_j t) - \ln(1 - 2 \lambda_j t)\right) \) with domain \((1/(2\lambda_j), 1/(2\lambda_j))\), where \( m_j \) being the \( j^{th} \) element of vector \( V_k^H(\Sigma_k/2)^{-1}h_k \), and \( V_k \), \( \lambda_j \) come from the eigendecomposition \((\Sigma_k/2)^{-1/2}V_k(\Sigma_k/2)^{-1/2}\). The saddlepoint of the saddlepoint approximation is equivalent to the solution of the nonconvex problem (45) provided that the product of SINR

B. O-step

With \( q_k^{[i]} \), the \( i^{th} \) O-step subproblem is
\[
\min_{\text{SINR}_k(W^{[i]}, h_k) \geq \gamma_k, \forall k \in K} \left\{h_k \in \{h_k + \chi_k\}, \text{and} \right\}
\]
(42)
\[
\text{SINR}_k(W^{[i]}, h_k) \geq q_k^{[i]}, \forall k \in K.
\]
With \( Q_k^{[i]} = w_k^{[i]}(w_k^{[i]})^H \), the \( k^{th} \) constraint of (42) is reformulated as
\[
h_k^H(Q_k^{[i]} - \gamma_k \sum_{i=1, i\neq k}^K Q_i)h_k \geq \gamma_k \delta_k^2, \forall k \in K.
\]
(43)
After applying the S-Lemma in complex domain [27], (43) is equivalent to
\[
\left[Q_k^{[i]} - \gamma_k \sum_{i=1, i\neq k}^K Q_i, 0\right] \geq \begin{bmatrix}0 & \alpha_k \delta_k^2 \alpha_k \delta_k^2 \alpha_k \delta_k^2 \end{bmatrix}, \beta_k \begin{bmatrix}A_k & -A_k h_k \end{bmatrix} \geq 0,
\]
(44)
\[
\alpha_k \geq 0, \beta_k \geq 0.
\]
Therefore, the O-step subproblem (42) can be transformed to
\[
\min_{\text{SINR}_k(W^{[i]}, h_k) \geq \gamma_k, \forall k \in K} \left\{h_k \in \{h_k + \chi_k\}, \text{and} \right\}
\]
(45)
\[
\text{SINR}_k(W^{[i]}, h_k) \geq q_k^{[i]}, \forall k \in K.
\]
A popular approach to solve the nonconvex rank-one constrained problem (45) is SDR, i.e., deleting the rank-one constraints in (45), and the property of the SDR solution of (45) is described as follows.

Theorem 3. If \( \gamma_l \geq 1 \) with \( k \neq l \), the SDR solution of (45) guarantees to be low rank as \( \text{rank}(Q_k) \leq 1 \) and \( \text{rank}(Q_k) + 1 \leq N \).

Proof: See Appendix E.

Theorem 3 reveals that when the number of BS antenna \( N = 2 \), the SDR solution is equivalent to the solution of the nonconvex problem (45) provided that the product of SINR
targets is larger than one (0 dB). When \( N \geq 3 \), although the SDR solutions are still forced to be low ranks, the rank-one property in general cannot be guaranteed. Fortunately, according to Proposition 1, we only need a descent solution for (45) in order to guarantee the proposed procedure to converge. By observing the special structure of (45), a rank-one descent solution at O-step can be obtained for any number of BS antenna N as follow.

**Property 5.** Let \( Q_k^{[0]} = w_k w_k^H \), where \( \{ w_k \}_{k=1}^K \) is a feasible solution from (1). A descent solution with respect to \( Q_k^{[0]} \) in (45) is \( \{(Q_k, \alpha_k, \beta_k) = (\gamma_k q_k^i, q_k^i, 0)\}_{k=1}^K \).

**Proof:** First, it can be checked that \( Q_k = \frac{\gamma_k}{q_k^i} Q_k^i, \alpha_k = \frac{\gamma_k}{q_k^i} \) and \( \beta_k = 0 \) satisfy the positive semidefinite constraint in (45). Second, since the initial solution \( Q_k^{[0]} \) (required by (14) or obtained from (15)) is rank-one, later iterative solutions \( \frac{\gamma_k}{q_k^i} Q_k^i \) are also rank-one. Finally, the P-step requirement \( q_k^i \geq \gamma_k \) ensures the objective value of (45) decrease monotonically.

To solve the O-step subproblem (45), the complexity of the SDR method is \( O(N^6 K^3/4) \) in each interior-point iteration [26], while that of the descent method in Property 5 is only \( O(NK) \). Therefore, the descent method is simpler than the SDR method in terms of complexity. However, if the SDR is tight, the SDR method gives the optimal solution in (45) and is better than the descent method.

**Remark 2.** Let us consider the case when the channel uncertainty is unbounded, i.e., \( r_k \to +\infty \) in (45). From (44), the positive semidefinite constraint implies

\[
\alpha_k \geq \left( \gamma_k \delta_k^2 + \beta_k (r_k^2 - h_k^H A_k h_k) / (q_k^i \delta_k^2) \right),
\]

(46)

\[
Q_k - \gamma_k \sum_{l=1, l\neq k}^K Q_l - \alpha_k (Q_k^i - q_k^i \sum_{l=1, l\neq k}^K Q_l^i) + \beta_k A_k \geq 0.
\]

(47)

If \( \beta_k > 0 \), the constraint (46) would result in \( \alpha_k \to +\infty \) when \( r_k \to +\infty \). However, putting \( \alpha_k \to +\infty \) into (47) leads to infinite power in \( Q_k \), which cannot be the optimal solution owing to the existence of finite power solution in Property 5. Therefore, \( \beta_k \) must be equal to zero and (45) is degenerated to the following problem

\[
\min_{\{q_k, \gamma_k\}_{k=1}^K} \sum_{k=1}^K \text{Tr}(Q_k) \text{ s.t. } Q_k - \gamma_k \sum_{l=1, l\neq k}^K Q_l - \alpha_k (Q_k^i - q_k^i \sum_{l=1, l\neq k}^K Q_l^i) \geq 0, \quad \forall k \in K
\]

\[
\alpha_k q_k^i \geq \gamma_k, \quad Q_k \geq 0, \quad \text{Rank}(Q_k) = 1, \quad \forall k \in K.
\]

(48)

Since (48) is the limiting case of (45), problem (48) naturally inherits the properties in Theorem 3 and Property 5.

C. Summary and Convergence Properties

The proposed iterative procedure for the probabilistic beamforming problem starts with any feasible solution of (1), and follows iterations between (40) for P-step and (45) for O-step until the difference between successive transmit power is smaller than a pre-defined threshold.

Suppose the O-step is solved using the descent solution from Property 5. At the \( j \)th iteration, if the O-step solution does not activate the \( k \)th constraint of (1), the \((i+1)\)th P-step will enforce \( q_k^i > \gamma_k \), which ensures the \((i+1)\)th O-step solution from Property 5 being a strictly descent solution. According to Proposition 1, the iterative procedure converges, and the limit solution activates all constraints of (1). Therefore, with any feasible solution of (1) as initialization, the iterative procedure with descent solution at O-step guarantees monotonic transmit power improvement and tight outage control under any continuous channel uncertainty.

**Remark 3.** The comparisons between the proposed iterative procedure and the bisection calibration [17] are given as follows. From the theoretical perspective, with a feasible solution as initialization, the proposed iterative procedure is applicable to any continuous channel uncertainty with guaranteed tight outage realization. However, since the parameter \( \lambda_k \) in [17] needs to be obtained from a nonconvex optimization or a nonlinear equation, the uniqueness or existence of \( \lambda_k \) is not guaranteed and the bisection in [0, \( \lambda_k \)] is not guaranteed to be implementable. From the computational complexity perspective, the subproblem in [17] is a semidefinite programming problem (for uniform channel uncertainty) with \( K \) positive semidefinite constraints of \( (N + 1)(K + 2) \) dimension or a second order cone programming problem (for Gaussian channel uncertainty). The corresponding complexity orders in each interior-point iteration are \( O(N^4 K^3) \) and \( O(N^3 K^4) \) [26], respectively. On the other hand, for the proposed method, the complexity is \( O(N^6 K^3/4) \) in each interior-point iteration if SDR is used in the O-step, and \( O(NK) \) if the descent method is used in the O-step. Therefore, the proposed method with descent solution in the O-step has the least complexity, while the complexity of the proposed method with SDR O-step lies between the two bisection calibration methods.

V. SIMULATION RESULTS AND DISCUSSIONS

In this section, the performance of the iterative procedure is illustrated under different channel uncertainties. The downlink channel for each user is modeled as \( h_k = R^3 h_{u_k} \), where the elements of \( h_{u_k} \) are standard complex Gaussian variables, and the channel correlation matrix is \( |R_k|_{ij} = \rho^{k-1}_{i-j} \) with correlation coefficient \( \rho = 0.2 \). The BS is equipped with four antennas, and there are two active users unless stated otherwise. The variance of the complex Gaussian noise at each user is \( \delta_k^2 = 0.01 \). The SINR requirement for the second user is fixed as 10log_{10}(\gamma_2) = 5(dB) and \( p_2 = 10\% \), while that for the first user is specified in the figures presented below. Except for Fig. 1, each point in the figures is an average of 100 runs. The ITK channel is used as initialization of the convex problem (15) unless stated otherwise, and the relative power difference \( ||W^i||^2_F - ||W^{i+1}||^2_F/||W^i||^2_F \leq 10^{-2} \) is used to terminate the iterative procedure. The bisection accuracy in finding \( q_k^i \) is 10^{-4}, and the bisection accuracy in finding the saddlepoint is 10^{-6}. For fair comparison with other existing beamforming schemes, under a particular QoS
setting, the generated channel realizations should be feasible for all methods under consideration.

A. Gaussian Estimation Error

With the training sequence from the \(k\)th user being \([s_1, \ldots, s_L]\), the received signal at BS is \(y_k = Sh_k + n_k\) with \(S = [s_11_N, \ldots, s_L1_N]^T\). By using the linear minimum mean square error channel estimator \(\hat{E}_k \cdot y_k = (R_k^T + \frac{1}{\gamma_k}S^H S)^{-1}S^H / \delta_k^2 \cdot y_k\), it is easy to prove that the channel estimation error is zero mean with covariance matrix \(\Sigma_k = (R_k^T + \frac{1}{\gamma_k}S^H S)^{-1}\) [29]. In the following, the uplink training-to-noise ratio \(\sum_{i=1}^L |s_i|^2 / \delta_k^2\) is set to be 20 dB.

The convergence performances of the proposed iterative procedure and the bisection calibration [17] are compared with a single channel realization in Fig. 1. From Fig. 1(a), it is clear that the realized outage probability of the proposed iterative procedure monotonically increases toward the outage target, while that of the bisection calibration oscillates around the outage target. The same convergence behaviors in transmit power can also be observed in Fig. 1(b). The reason is that the proposed iterative procedure finds the largest feasible subset at P-step and descends at O-step, which makes the transmit power monotonically decrease and the realized outage probability monotonically increase toward the outage target.

On the other hand, the bisection calibration only calibrates the outage probability toward the outage target, which causes the oscillation phenomenon in the realized outage and transmit power.

In order to compare the convergence rate of the proposed method and the bisection calibration method, Fig. 2(a) shows the \(|\hat{p}_1 - p_1|\) averaged over 500 feasible channel realizations. From Fig. 2(a), it can be seen that the proposed method needs 5 iterations to converge, while the bisection calibration needs 10 iterations due to the oscillating behavior during convergence. Furthermore, Fig. 2(b) shows the convergence of transmit power for the two methods. It is clear that the proposed iterative procedure converges faster than the bisection calibration method.

From Figs. 1 and 2, it can be noticed that the proposed iterative procedure with SDR and descent solution (Property 5) in O-step exhibit similar transmit power performance, which can be explained as follows. Although the safe approximation (15) is a restricted beamforming problem, the beamformers align well with their own channel information and avoid most of the interference. Once the feasible solution is found, the
beamforming directions are relatively good directions, and subsequently in every O-step, the solution is significantly affected by the power allocation rather than the beamforming direction adjustment. Therefore, the final transmit powers of SDR and descent solution based O-step are similar. Due to its simplicity and good performance, only descent solution in O-step is implemented for the rest of the paper.

Next, the performance of the iterative procedure with the proposed initializations, Bernstein-type inequality initialization [14], and the Vysochanskii-Petunin inequality initialization [13] are compared in Fig. 3 under different outage probability targets with $10 \log_{10}(\gamma_1) = 15$ (dB). It can be seen from Fig. 3(a) that converged solutions with different initializations all realize the outage probability targets tightly. As a result of the tight outage probability control, the proposed iterative procedure reduces transmit power for all initializations as shown in Fig. 3(b). In particular, 0.5 to 1 dB transmit power is saved from the Bernstein-type inequality initialization, and 0.6 to 2 dB transmit power is saved from the Vysochanskii-Petunin inequality initialization. Notice that since the feasible channels are determined by the worst performing MSE criterion (15), the feasible channels for the setting $p_1 = 0.05$ have higher average channel gain than that of $p_1 = 0.35$. Thus, the former setting in Fig. 3(b) shows less transmit power than the latter setting.

In Fig. 4, the feasibility rates of different safe approximation schemes under outage range $p_1 \in [1\%, 35\%]$ and $10 \log_{10}(\gamma_1) = 10$ (dB) are shown. The scenario with $K = 4$ is also included in Fig. 4, and the SINR requirements of the third and fourth users are the same as that of the second user. Without utilizing the Gaussian density information, the proposed safe approximation in (14) and (15) do not perform as well as other existing schemes. However, (14) and (15) are applicable to general uncertainty distributions, which have no alternative solution at this moment. Therefore, the proposed safe approximations (14) and (15) are valuable in terms of generality, and they become indispensable in the next subsection, where mixed estimation and quantization error is considered.

### B. Mixed Estimation and Quantization Error

For downlink beamforming in frequency-division duplexing (FDD) system, the channel estimation has to be done in the downlink direction, and then feedback to the BS. Since the feedback cannot afford infinite precision, in addition to the channel estimation error, quantization error also exists. In particular, for channel estimation, the estimator is still $E_k y_k$ but now $y_k$ is a $L \times 1$ vector received at the $k$th user, and $S$ is a $L \times N$ matrix with each column represents a training sequence from one BS antenna. For simplicity, we consider orthogonal training with $S = I_N$. Furthermore, for simple illustration, the scalar quantization [30] in every dimension of the estimated channel is used in this subsection. More specifically, for a random variable distributed as $N(0, 1)$, the maximum entropy quantization criterion [31] leads to the codebook $C = \{ \Phi^{-1}(1/2^k + i/2^k) | i = 0, 1, ..., 2^k - 1 \}$, where $\xi$ is the number of quantization bits and $\Phi^{-1}(\cdot)$ is the inverse CDF of the standard normal distribution. Since the estimated channel $E_k y_k$ is distributed as $CN(0, \Psi_k)$ with $\Psi_k = E_k (SR, S^H + \sigma_k^2 I_N) E_k^H$, the mixed estimation and quantization error is

$$x_k = h_k - (\Psi_k/2)^{-\frac{1}{2}} Q((\Psi_k/2)^{-\frac{1}{2}} E_k y_k, C), \quad (49)$$

![Fig. 3. The convergence performance of the proposed iterative procedure with different safe approximations as initialization.](image)

![Fig. 4. The feasible rate of different safe approximations under Gaussian channel uncertainty.](image)
where $Q(\cdot, C)$ quantizes the real and imaginary parts of each element of the input vector, and $(\Psi_k/2)^{-\frac{1}{2}}$ is for whitening the estimated channel such that its covariance matrix becomes $2I_N$. For a given channel correlation and noise statistics, samples of $\{x_k[i]\}_{i=1}^{N_k}$ can be generated offline, and an empirical distribution can be obtained. In order to guarantee probability evaluation accuracy within 1% from the outage target with reliability 99.999%, $N_s = 2^{16}$ samples of $x_k[i]$ are generated. Notice that the support of the mixed error is theoretically unbounded, so we have $A_k = I_N$ and $r_k \rightarrow +\infty$. Since the convergence behavior of the proposed algorithm under mixed error is similar to that of Gaussian case, the convergence figures are not repeated here. In the following, only the performance of the initialization using (15) and that of the converged iterative solution are reported.

In Fig. 5, the performance of the proposed iterative procedure is illustrated under different quantization bits, with the first user’s SINR requirement being $10\log_{10}(\gamma_1) = 5$ and $p_1 = 10\%$. Fig. 5(a) shows that the realized outage probability of the non-robust method [3, (18.29)] is about 50% owing to the ignorance of the channel uncertainty. Furthermore, although the initialization using (15) is conservative, the iterative procedure always approaches the outage target. Correspondingly, Fig. 5(b) shows that, while the transmit power of the initialization is large, the proposed iterative procedure significantly reduces the transmit power, with the converged power becomes very close to that of the non-robust method. It is interesting to see in Fig. 5(b) that the power gap between the non-robust method and the iterative procedure is almost constant. This is due to the almost constant gap in the SINR outage realizations in Fig. 5(a). Furthermore, for the initialization, owing to its worst case design criterion, its transmit power performance is sensitive to the channel error. This explains why the required transmit power decreases when $\xi$ increases. On the other hand, notice that the feasible channels are determined by the initialization, and the feasible rate increases as $\xi$ increases. This leads to a decrease in the average channel gain of the feasible channels, and thus more transmit power for the non-robust method and the iterative procedure, as $\xi$ increases. Finally, Fig. 6 shows the performance of the proposed algorithm under different SINR requirements with quantization bits $\xi = 6$. It can be seen that, similar to the conclusions of Fig. 5, although the initialization is conservative, the iterative procedure always realizes the outage target tightly, resulting in much reduced transmit power.
VI. CONCLUSIONS

In this paper, probabilistic SINR constrained beamforming under channel uncertainties was studied, and a novel method was proposed to achieve tight outage probability control under a large class of bounded or unbounded channel uncertainties. In particular, a systematic method for finding a feasible subset of the probabilistic beamforming problem was proposed based on the moment and support of channel uncertainties. Then, with an iterative procedure, the local structure of the obtained feasible subset is utilized systematically to explore other feasible subsets of the original problem, leading to tight outage control tailored for the specific channel uncertainty distribution. Simulation results showed that, as a result of tight SINR outage control, transmit power was saved compared to existing approximation based probabilistic beamformers.
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APPENDIX A

With real Lagrangian multiplier $\nu_k$ and complex Lagrangian multipliers $\eta_k, \Xi_k$ (with $\Xi_k = \Xi_k^H$), the Lagrangian of problem (3) in the complex domain is

$$
\mathcal{L}(f_0(x_k), \nu_k, \eta_k, \Xi_k) = \Pr\{\text{SINR}_k(W, h_k) \geq \gamma_k\} + \nu_k \left(1 - \int_{x_k \in X_k} f_0(x_k) dx_k\right)
+ \Re\{\eta_k^x \cdot \Re\{0 - \mathbb{E}(x_k)\} + \Im\{\eta_k^x \cdot \Im\{0 - \mathbb{E}(x_k)\}\} + Tr(\Xi_k^H(\Sigma_k - \mathbb{E}(x_k x_k^H)))
= \nu_k + Tr(\Xi_k^H \Sigma_k)
+ \int_{x_k \in X_k, \text{SINR}_k(W, h_k) \geq \gamma_k} \left(1 - \nu_k - \Re\{\eta_k^x x_k\} - Tr(\Xi_k^H x_k x_k^H)\right) f_0(x_k) dx_k
+ \int_{x_k \in X_k, \text{SINR}_k(W, h_k) \leq \gamma_k} \left(0 - \nu_k - \Re\{\eta_k^x x_k\} - Tr(\Xi_k^H x_k x_k^H)\right) f_0(x_k) dx_k.
$$

(50)

With the implicit PDF constraint $f_0(x_k) \geq 0$, the Lagrange dual function of the problem (3) is

$$
\inf_{f_0(x_k)} \mathcal{L}(f_0(x_k), \nu_k, \eta_k, \Xi_k)
= \nu_k + Tr(\Xi_k^H \Sigma_k) \quad \text{if} \quad \nu_k + Tr(\Xi_k^H x_k x_k^H) \leq 0, \forall x_k \in X_k : \text{SINR}_k(W, h_k) \leq \gamma_k; \quad \nu_k + Tr(\Xi_k^H x_k x_k^H) \leq 1, \forall x_k \in X_k : \text{SINR}_k(W, h_k) \geq \gamma_k
- \infty \quad \text{otherwise}.
$$

(52)

Comparing the two conditions in (52) that make the dual function equal $\nu_k + Tr(\Xi_k^H \Sigma_k)$, the second condition can be replaced by $\nu_k + Re(\eta_k^H x_k) + Tr(\Xi_k^H x_k x_k^H) \leq 1, \forall x_k \in X_k$. Therefore, the dual of problem (3) can be formulated as

$$
\max_{\nu_k, \eta_k} \nu_k + Tr(\Xi_k^H \Sigma_k)
\text{s.t.} \nu_k + Re(\eta_k^H x_k) + Tr(\Xi_k^H x_k x_k^H) \leq 0, \forall x_k \in X_k; \text{SINR}_k(W, h_k) \leq \gamma_k
\nu_k + Re(\eta_k^H x_k) + Tr(\Xi_k^H x_k x_k^H) \leq 1, \forall x_k \in X_k; \Xi_k = \Xi_k^H.
$$

(53)

By using the expression of $X_k = \{x_k | x_k^H A_k x_k \leq r_k^2\}$ and a quadratic reformulation of SINR$_k(W, h_k + x_k) \leq \gamma_k$, i.e.,

$$
\begin{bmatrix}
Q_k - \gamma_k & \Sigma_k & Q_k - \gamma_k & \Sigma_k & Q_k - \gamma_k & \Sigma_k
\end{bmatrix} \begin{bmatrix}
x_k^H \xi_k^H
\end{bmatrix} \leq 0
$$

(56)

Therefore, the dual of problem (4) can be obtained from the feasible set of the following problem

$$
\min_{w_k(x_k)} ||W||^2_F
\text{s.t.} \quad \Pr\{\text{SINR}_k(W, g_k, h_k) \geq \frac{1}{\gamma_k + 1}\} \leq p_k, \forall k \in K.
$$

(54)

In order to obtain a tractable feasible subset of (54) for all possible channel uncertainty distribution, by using the moment and support information, an upper bound of $\Pr\{\text{SINR}_k(W, g_k, h_k) \geq \frac{1}{\gamma_k + 1}\}$ is formulated as

$$
\sup_{f_0(x_k)} \Pr\{\text{SINR}_k(W, g_k, h_k) \geq \frac{1}{\gamma_k + 1}\}
\text{s.t.} \quad \int_{x_k \in X_k} f_0(x_k) dx_k = 1
$$

(55)

Using a factorized equalizer $g_k = \frac{1}{b_k} e^{j\theta_k}$ with $b_k > 0$, the MSE requirement MSE$_k(W, g_k, h_k) = \frac{1}{b_k^2} e^{j\theta_k} W - e^{j\theta_k} \geq 1/(\gamma_k + 1)$ can be reformulated as

$$
u_k + \frac{1}{b_k} e^{j\theta_k}(W, b_k) - \text{Diag}(\{0, b_k/(\gamma_k + 1), \frac{1}{b_k^2} \}) u_k \geq 0,$$

where $u_k := [x_k^H]$, $W := \mathbb{H}(W, b_k) := \mathbb{H}(W, b_k) - b_k e_k$, $W := W \circ [e^{j\theta_k} 1, \ldots, e^{j\theta_k} 1]$, $e_k$ stands for the Hadamard product, and the $K \times 1$ vector $e_k := [0, \ldots, 1, 0, \ldots, 0]^T$ with the element 1 located at the $k^\text{th}$ position. With similar derivations in Appendix A, the dual of problem (55) is

$$
\min_{\nu_k, \eta_k} Tr(Z_k \Sigma_k)
\text{s.t.} \quad Z_k + \text{Diag}(\{0, -1\}) + \beta_k \begin{bmatrix} A_k & 0 \\ 0 & -1 \end{bmatrix} -
\alpha_k \left(\frac{1}{b_k} \mathbb{H}(W, b_k) - \text{Diag}(\{0, b_k/(\gamma_k + 1), -\frac{1}{b_k^2} \})\right) \geq 0,
Z_k + \kappa_k \begin{bmatrix} A_k & 0 \\ 0 & -1 \end{bmatrix} \geq 0,
Z_k = Z_k^H, \alpha_k \geq 0, \beta_k \geq 0, \kappa_k \geq 0, b_k > 0.
$$

(56)
where \( \Sigma_k := \begin{bmatrix} \Sigma_k & 0 \\ 0 & 1 \end{bmatrix} \) was first defined after (4). Since the primal problem (55) is a concave maximizing problem and is feasible, (55) is upper bounded by its dual problem (56). Therefore, putting (56) into (54) to replace \( \Pr\{\text{MSE}_k(W,g_k, h_k) \geq \frac{1}{\gamma_k + 1} \} \), and noticing that \( \alpha_k \neq 0 \) can be proved similar to that in Property 1, a feasible subset of (54) can be obtained from the feasible set of the following problem

\[
\min_{W, \{\gamma_k, \alpha_k, \beta_k, \delta_k \}} \left\| \mathbf{W} - \hat{\mathbf{W}} \right\|^2 \quad \text{s.t.} \quad \left\{ \begin{array}{ll}
\text{Tr}(Z_k \Sigma_k) \leq p_k \alpha_k, & \forall k \in \mathcal{K} \\
\mathbf{Z}_k + \text{Diag}(\mathbf{0}, \frac{h_k}{\gamma_k + 1} - \frac{1}{\gamma_k + 1} \mathbf{0}^T - \hat{\alpha}_k) + \hat{\beta}_k \left[ \begin{array}{cc} \mathbf{A}_k & \mathbf{0} \\ \mathbf{0}^T & -r_k^T \end{array} \right] - \frac{\mathbf{R}_k^H (W,b_k)(W,b_k)}{2} \geq \mathbf{0}, & \forall k \in \mathcal{K} \\
\mathbf{Z}_k = \mathbf{Z}_k^H, & \alpha_k > 0, \hat{\beta}_k > 0, \hat{\delta}_k > 0, \beta_k > 0, \forall k \in \mathcal{K} \\
\end{array} \right. 
\]

(57)

with new variables \( \hat{\alpha}_k := 1/\alpha_k, \hat{\beta}_k := \alpha_k \beta_k \) and \( \hat{\delta}_k := \alpha_k \delta_k \). Introducing a slack variable \( c_k \) with \( c_k \geq \frac{1}{b_k} \) and using Schur complement, (57) becomes

\[
\min_{W, \{\gamma_k, \alpha_k, \beta_k, \delta_k \}} \left\| \mathbf{W} - \hat{\mathbf{W}} \right\|^2 \quad \text{s.t.} \quad \left\{ \begin{array}{ll}
\text{Tr}(Z_k \Sigma_k) \leq p_k \hat{\alpha}_k, & \forall k \in \mathcal{K} \\
\left( \mathbf{Z}_k + \text{Diag}(\mathbf{0}, \frac{h_k}{\gamma_k + 1} - \frac{1}{\gamma_k + 1} \mathbf{0}^T - \hat{\alpha}_k) + \hat{\beta}_k \left[ \begin{array}{cc} \mathbf{A}_k & \mathbf{0} \\ \mathbf{0}^T & -r_k^T \end{array} \right] - \frac{\mathbf{R}_k^H (W,b_k)(W,b_k)}{2} \right)_{k \in \mathcal{K}} \geq \mathbf{0}, & \forall k \in \mathcal{K} \\
\mathbf{Z}_k = \mathbf{Z}_k^H, & \hat{\alpha}_k > 0, \hat{\beta}_k > 0, \hat{\delta}_k > 0, \beta_k > 0, \forall k \in \mathcal{K} \\
\end{array} \right. 
\]

(58)

Since the constraints \( c_k \geq \frac{1}{b_k} \) and \( b_k > 0 \) are equivalent to the second order cone programming norm \( \| 2, b_k - c_k \|_2 \leq b_k + c_k \) and \( b_k > 0 \), problem (58) can be transformed to the convex problem (15).

APPENDIX C

PROOF OF PROPERTY 4

According to the definition \( \mathcal{H}_k(W) := \{h_k | h_k \in \{h_k + \lambda \mathbf{x}_k \}, \text{SINR}_k(W,h_k) \geq \gamma_k \} \), the constraint \( \text{SINR}_k(W,h_k) \geq \gamma_k \) is automatically satisfied for all \( h_k \in \mathcal{H}_k(W) \). Combining with the Definition 1 \( \mathcal{W}(W) := \{W | \text{SINR}_k(W,h_k) \geq \gamma_k, \forall h_k \in \mathcal{H}_k(W) \} \), then we directly have \( W \in \mathcal{W}(W) \). Furthermore, any \( W \in \mathcal{W}(W) \) satisfies the following condition

\[
\Pr\{\text{SINR}_k(W,h_k) \geq \gamma_k \} = \int_{h_k \in \mathcal{H}_k(W)} I(\text{SINR}_k(W,h_k) \geq \gamma_k) f(h_k) dh_k \\
= \int_{h_k \in \mathcal{H}_k(W)} I(\text{SINR}_k(W,h_k) \geq \gamma_k) f(h_k) dh_k \\
= \int_{h_k \in \mathcal{H}_k(W)} I(\text{SINR}_k(W,h_k) \geq \gamma_k) f(h_k) dh_k \\
\geq 1 - p_k, \quad \forall k \in \mathcal{K} 
\]

(60)

where \( I(\cdot) \) is an indicator function. Therefore, any \( W \) in \( \mathcal{W}(W) \) is a feasible solution of (1), i.e., \( \mathcal{W}(W) \subseteq W_0 \).

APPENDIX D

With \( h_k \sim \mathcal{CN}(\hat{h}_k, \Sigma_k) \), we first write \( d_k \) as

\[
h_k^H (Q[i] - q[i] \sum_{l=1,l \neq k}^{K} Q[i]) h_k \\
= h_k^H (\Sigma_k/2)^{\frac{1}{2}} (Q[i] - q[i] \sum_{l=1,l \neq k}^{K} Q[i]) (\Sigma_k/2)^{-\frac{1}{2}} h_k, \\
B_k 
\]

(62)

with the normalized channel \( \hat{h}_k \sim \mathcal{CN}(\Sigma_k/2)^{-\frac{1}{2}} h_k, 2I_N \).

Since \( B_k \) is a Hermitian matrix, the eigenvalue decomposition \( B_k = V_k \text{Diag}(\\{\lambda_1, ..., \lambda_N\\}) V_k^H \) with the descending real eigenvalues \( (\lambda_j)_{j=1}^N \) and orthogonal eigenvectors \( V_k \) leads to

\[
h_k^H (Q[i] - q[i] \sum_{l=1,l \neq k}^{K} Q[i]) h_k = h_k^H V_k \text{Diag}(\\{\lambda_1, ..., \lambda_N\\}) V_k^H \hat{h}_k. \\
\]

Since \( V_k^H \hat{h}_k \sim \mathcal{CN}(V_k^H \Sigma_k/2)^{-\frac{1}{2}} h_k, 2I_N \), the statistical non-representation of (62) is a weighted sums of independent non-central Chi-squared distributions with two degrees of freedom, i.e.,

\[
h_k^H (Q[i] - q[i] \sum_{l=1,l \neq k}^{K} Q[i]) h_k \sim \sum_{j=1}^{N} \lambda_j^2 m_{[m, j^2, 2]}, \\
\]

(63)

where \( m_j \) is the \( j^{th} \) element of the complex vector \( V_k^H \Sigma_k/2)^{-\frac{1}{2}} h_k \). With the moment-generating function of \( \lambda_j^2 m_{[m, j^2, 2]} \) being \( \exp (|m_j|^2 t/(1 - 2t))^2/(1 - 2t) \) with domain \( 2t < 1 \), the CGF of (63) is

\[
g(t) = \sum_{j=1}^{N} \frac{|m_j|^2 \lambda_j t}{1 - 2 \lambda_j t} - (1 - 2 \lambda_j t), \\
\]

(64)

with the domain of \( g(t) \) satisfying \( 2 \lambda_j t < 1, \forall j \in \{1, ..., N\} \).

Since \( K \) independent data streams are transmitted simultaneously, \( w[k]^1, ..., w[k]^K \) have to be linearly independent. According to the Sylvester’s law of inertia, the largest and smallest eigenvalue of \( B_k = (\Sigma_k/2)^{\frac{1}{2}} h_k, 2I_N \) \( \text{Diag}(1, -q[i], ..., -q[i]) \) \( w[k]^1, ..., w[k]^K \) \( (\Sigma_k/2)^{\frac{1}{2}} \) are positive and negative, respectively. Therefore, the results \( \lambda_1 > 0 \) and \( \lambda_N < 0 \) make the domain of \( g(t) \) being \( (1/(2\lambda_N), 1/(2\lambda_1)) \).

APPENDIX E

PROOF OF THEOREM 3

First, the SDR formulation of (45) is

\[
\min_{\{Q_k, \gamma_k, \alpha_k, \beta_k\}} \frac{1}{2} \sum_{k=1}^{K} \text{Tr}(Q_k) \\
\text{s.t.} \quad Q_k \geq 0, \quad \text{Tr}(Q_k) = 0, \quad \gamma_k \sum_{l=1,l \neq k}^{K} Q[l] - \alpha_k \sum_{l=1,l \neq k}^{K} Q[l] = 0, \quad \beta_k \left[ \begin{array}{cc} \mathbf{A}_k & -\mathbf{A}_k h_k \end{array} \right] = 0, \quad \forall k \in \mathcal{K} \quad \alpha_k \geq 0, \beta_k \geq 0, \quad \forall k \in \mathcal{K}. 
\]

(65)
With Lagrange multipliers $P_k \geq 0$, \[
\begin{bmatrix}
Z_k & u_k \\
0 & v_k
\end{bmatrix} \succeq 0, \mu_k \geq 0, \eta_k \geq 0,
\]
the dual of problem (65) is
\[
\max_{(Z_k, u_k, v_k) \in K} \sum_{k=1}^K \mu_k \gamma_k^2
\]
s.t. $P_k = I + \sum_{j=1, j \neq k}^K \gamma_j Z_j - Z_k \succeq 0, \forall k \in K$
\[
\begin{bmatrix}
Z_k & u_k \\
0 & v_k
\end{bmatrix} \succeq 0, \forall k \in K
\]
\[
\mu_k = \text{Tr}(Z_k (Q_k[i] - \mu_k \sum_{j \neq k}^K Q_j[j])) - v_k q[i] \gamma_k^2 \geq 0, \forall k \in K
\]
\[
\eta_k = 2 \text{Re} \left( \mu_k^* H_k A_k \hat{h}_k - \text{Re}(\tilde{\mu}_k^* H_k A_k \tilde{h}_k - r_k^2) \right) \geq 0, \forall k \in K.
\]

We can establish two facts about (66).

1) Notice that the primal problem (65) is always feasible with solution $\{Q_k = Q_k^{[1]}, \alpha_k = 1, \beta_k = 0\}$. Furthermore, simple substitution verifies that $\{Z_k, u_k\} \in K$ is a feasible solution for the dual problem (66). Therefore, weak duality holds between (65) and (66), and the lower bounded primal problem (65) makes the dual problem (66) be upper bounded by a positive number. Thus the nonnegative $\{v_k\} \in K$ in the objective function of (66) are upper bounded and lower bounded. Since $\{Z_k, u_k\} \in K$ are coupled with $\{v_k\} \in K$ in the last two constraints of (66), $\{v_k\} \in K$ being bounded implies $\{Z_k, u_k\} \in K$ are also bounded. Therefore, the compact feasible set of (66) makes its optimal solution attainable.

2) In the dual problem (66), the zero solution $\{Z_k = 0, u_k = 0, v_k = 0\}$ can be perturbed such that $\mu_k > 0, \eta_k > 0, \forall k \in K$ and make the positive semidefinite constraints strictly feasible owing to the identity matrix.

Combining the two facts above makes the strong duality hold between convex problems (65) and (66).

Owing to the strong duality between (65) and (66), the complementary slackness makes $\text{rank}(P_k) + \text{rank}(Q_k) \leq N, \forall k \in K$. Furthermore, since the zero matrices are not the optimal solutions in (65) and (66), the optimal primal solutions satisfy $\text{rank}(P_k) \in [1, N - 1]$. Let $C_k := \sum_{j=1, j \neq k}^K \gamma_j Z_j - Z_k$, and put $Z_k = \sum_{j=1, j \neq k}^K \gamma_j Z_j - C_k$ into $C_l = \sum_{j=1, j \neq k}^K \gamma_j Z_j - \gamma_k C_k$ with $l \neq k$, we have
\[
C_l = (\gamma_k \gamma_l - 1) Z_l + (1 + \gamma_k) \sum_{j=1, j \neq k, j \neq l}^K \gamma_j Z_j - \gamma_k C_k. \quad (67)
\]

Since $\gamma_k > 0, Z_k \succeq 0, \forall k \in K$ and $\gamma_k \gamma_l \geq 1, \forall k, l \in K$. Due to the Weyl’s inequality [28, p. 274], $C_l$ has at least $N - s_k$ nonnegative eigenvalues. Therefore, $\text{rank}(P_k) = \text{rank}(I + C_k) \geq s_k$, and $\text{rank}(P_k) = \text{rank}(I + C_l) \geq N - s_k$.
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