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Abstract: The surface contamination of electrical insulators can increase the electrical conductivity
of these components, which may lead to faults in the electrical power system. During inspections,
ultrasound equipment is employed to detect defective insulators or those that may cause failures
within a certain period. Assuming that the signal collected by the ultrasound device can be processed
and used for both the detection of defective insulators and prediction of failures, this study starts
by presenting an experimental procedure considering a contaminated insulator removed from the
distribution line for data acquisition. Based on the obtained data set, an offline time series forecasting
approach with an Adaptive Neuro-Fuzzy Inference System (ANFIS) was conducted. To improve
the time series forecasting performance and to reduce the noise, Wavelet Packets Transform (WPT)
was associated to the ANFIS model. Once the ANFIS model associated with WPT has distinct
parameters to be adjusted, a complete evaluation concerning different model configurations was
conducted. In this case, three inference system structures were evaluated: grid partition, fuzzy
c-means clustering, and subtractive clustering. A performance analysis focusing on computational
effort and the coefficient of determination provided additional parameter configurations for the
model. Taking into account both parametrical and statistical analysis, the Wavelet Neuro-Fuzzy
System with fuzzy c-means showed that it is possible to achieve impressive accuracy, even when
compared to classical approaches, in the prediction of electrical insulators conditions.

Keywords: Adaptive Neuro-Fuzzy Inference System; insulator fault forecast; wavelet packets; time
series forecasting

1. Introduction

Power grid insulators are responsible for supporting cables and keeping the system isolated from
the ground and the other voltage phases. As these insulators are exposed to the environment, they may
get contaminated by small particle deposits on their surface. The contamination does not necessarily
mean that the insulator needs to be replaced, but if this contamination remains or increases, it may
lead to a system failure [1]. In practice, the protection switchgear (recloser) would disconnect the line.
If the insulator was seriously damaged and the defect was permanent, field personnel would have to
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be sent to replace the insulator; otherwise, the recloser will put the line back in service and it will work
as mentioned before.

As presented in [2], fault location and identification associated with the electrical system is
considered an important issue in order to ensure the efficiency of the services associated with energy
distribution. For the inspection of the electrical system and faulty insulators location, ultrasound
detectors are used, which capture the ultrasonic noise of the network components. The signal generated
by this equipment is an audio signal, which is electronically sampled in a time series form [3]. In order
to predict the continuity of the signal generated by the ultrasound detector, an evaluation based on a
modified version of the Wavelet Neuro-Fuzzy is presented in this article.

An Adaptive Neuro-Fuzzy Inference System (ANFIS) is a particular type of Artificial Neural
Network (ANN) based on the Takagi–Sugeno–Kang inference model. The ANFIS method couples
the benefits of both feedforward ANNs and fuzzy system techniques in the same framework [4].
Considering the best characteristics of each technique, the neuro-fuzzy network can be used to handle
systems that involve inaccurate, complex and nonlinear data [5].

Neuro-fuzzy systems inherit learning and classification capacity, robustness, adaptation, nonlinear
mapping, and clustering characteristics from ANNs. The behavior of these models can be understood
through the observation of variables associated with the membership functions, the relationship
between inputs and outputs, and from fuzzy rules due to similarities to human languages. From these
aspects, the ANFIS method could be adopted for chaotic time series forecasting [6–9].

The idea of using ANFIS in this study was based on the success of applications of hybrid models.
Actually, many techniques are available for the purpose of prediction, but hybrid techniques present
consistent results when applied to both classification and time series forecasting applications [10,11].
In [10], assuming public datasets with concept drift, the authors proposed an ensemble technique based
on the Random Forest algorithm. The algorithm exploits ensemble pruning as a forgetting strategy,
and the results performed better in classification when compared to other state-of-the-art concept
drift classifiers. Additionally, in [11], both wind speed and power were assumed as case studies to
propose a hybrid strategy, named the ultra-short-time forecasting method, based on the Takagi–Sugeno
fuzzy model. The antecedent and the consequent parts of the inference system were identified by the
fuzzy c-means clustering algorithm, which was associated with the recursive least squares method.
Considering wind farms from both China and Ireland, the proposed approach was compared with
Support Vector Machines (SVM), empirical mode decomposition, and a classical back-propagation
neural network, where the proposed method was shown to better predict short-term wind power.

In this article, the ANFIS model was employed for time series forecasting with the objective
of evaluating its performance in predicting electrical insulator conditions, those available in the
distribution network and which are susceptible to different climate and environment conditions. In this
study, the signal adopted as an input for the model came from ultrasonic equipment used for electrical
network inspection. Considering a normalized time series, feature extraction was performed by
Wavelet Packets Transform (WPT) [9], which allows signal simplification in both time and frequency
domains considering its entropy, energy, and variation.

By associating wavelets and ANNs based on a fuzzy system, recent research has shown promising
results in distinct applications. In the work presented in [12], a novel fuzzy neural network structure
assuming a cerebellar model neural network (CMNN) was proposed. Combining the advantages of
wavelets associated with CMNN and the Takagi–Sugeno–Kang inference model, the authors compared
the proposed method with traditional ANN structures, showing promising results for uncertain
nonlinear systems identification.

In [13], a hybrid fuzzy wavelet neural network (HFWNN) was proposed, and the algorithm
parameters were initialized considering the fuzzy c-means clustering method (FCM). The proposed
approach considered the first layer of the network to reflect data uncertainties, while a flexible second
layer performed linear combinations of the wavelet function. In this case, the HFWNN parameters
were adjusted assuming a genetic algorithm optimization procedure.
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Another application involving both fuzzy and wavelet methods was presented in [14], where a
polynomial neural network, also assuming FCM, was applied in the premise operator to overcome
dimensionality problems, while the consequence part was determined by means of wavelet functions
whose parameters were estimated with the aid of the least squares method. The proposed algorithm
showed an impressive ability to describe nonlinear relations between input and output variables,
especially in regression and system identification problems.

Based on features extraction, an approach considering the ANFIS method associated with both
wavelet and Fourier transforms was presented in [15] to solve a classification task, with the main
purpose of identifying the electrical energy quality provided to an electrical system. Similar works
assuming ANFIS to deal with identification or classification of electrical systems failures were presented
in [16,17].

A comparison between the fuzzy learning vector quantization used in clustering,
Levenberg–Marquardt, and ANFIS based on input signals provided from the wavelet transform
was presented in [18]. Considering a classification case study, the objective was to evaluate fundus eye
images in order to identify retinal abdominal eye disease. In this case, all methods presented 100% of
success in solving this task.

An application concerning electrical energy price prediction based on both wavelets and ANFIS
was presented in [19]. Following the same line as previous works mentioned in this article, the technique
provided consistent results in terms of prediction even considering the nonlinear characteristic of the
data set. A study assuming three performance indices to compare ANFIS with both classical ANN
structure and Multivariate Linear Regression (MLR) models was presented in [20]. The main idea was
to solve the prediction problem associated with the wastewater quality of the Las Vegas Wash, which
is a 12-mile-long channel that feeds most of the Las Vegas Valley. The authors showed that ANFIS
provided better results in terms of prediction when compared to classical ANN and MLR techniques.

Taking into account the necessity of predictive maintenance to avoid electrical system failures,
those associated with electrical insulator conditions, and the consistent results provided by the ANFIS
method in time series forecasting applications presented above, this research proposes the use of
Wavelet Packets Transform for both signal preprocessing and feature extraction based on a data set
obtained from ultrasonic equipment considering a laboratory experiment in which a contaminated
electrical insulator removed from an actual transmission line was assumed for data acquisition.

As mentioned before, contaminated insulators could be the reason for electrical system failures.
To avoid this situation, the prediction of the insulator condition assuming a modified ANFIS method
was performed in this study considering three approaches: (i) grid partition [21]; (ii) subtractive
clustering [22]; and (iii) fuzzy c-means clustering [23]. This paper presents a complete statistical
evaluation of the capabilities of the ANFIS algorithm combined with WPT to predict the development
of a fault in insulators of the electrical distribution system based on time series forecasting procedures.

The next section of this paper describes the problem related to the contamination of electrical
insulators and their proper classification. Section 3 presents experimental procedures for data
acquisition, and Section 4 addresses the proposed method assumed for time series forecasting.
Section 5 shows the results and discusses the method performance. Finally, Section 6 reports the
conclusions and future works associated with this research.

2. Description of the Electrical Insulator Problem

For more than a century, porcelain insulators have been used to support and insulate aerial
conductors on transmission and distribution systems. Despite recent polymeric insulators being lighter,
ceramic insulators are still being used, and some utilities still prefer them over the polymeric ones [24].
Since transmission and distribution systems run over wide and open areas, the insulators used in
these systems are subjected to environmental stresses, such as pollution and contamination, along with
the normally applied voltage and mechanical loads. Transient voltage due to lightning or transient
mechanical stress due to strong winds are examples of stresses imposed on the insulation system [25].
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The stresses which these insulators must withstand during an operational lifetime may weaken
their electrical and mechanical characteristics, leading to failure. A failure would be when the voltage
applied finds a way through the insulator’s surface to the ground, leading to a short circuit, taking the
transmission line or distribution feeder out of operation. A failure could also be mechanical, when the
insulator breaks and the line or feeder may get to the ground, in this case leading to a short circuit [26].

The contamination of the insulator’s surface is a great concern [27], as it may lead to other
possible failure mechanisms. As contamination deposits on the insulator surface, it may increase the
leakage current that flows from the live side to the ground and/or to the other phases of a polyphasic
system. The increased leakage current increases the level of electrical losses, intensifies electromagnetic
interference, and increases the flashover probability. Proximity to unpaved roads, coastal areas,
and polluted environments—especially due to the proximity of industry, mining and agricultural
activities—may increase the level of contamination and threaten the insulators’ surfaces of transmission
and distribution to electrical systems.

To avoid or mitigate the possibility of an insulator failure, it is important to monitor its condition.
Among the various techniques available, ultrasound is one of the most employed by utilities in order to
find defective insulators [28]. This method is based on the capture (and processing) of the ultrasound
emitted by partial discharges that would happen in an insulator that is not working correctly.

Inspectors should be able to identify a defective insulator based on an audio signal provided by
the ultrasound equipment. To identify a defective insulator, inspectors must be trained and able to
detect differences in the audio signal provided by the ultrasound equipment, which is not a simple
task [1]. Additionally, contaminated insulators do not represent a failure in the system, and do not
need to be replaced. However, this situation may lead to failures [29]. In this way, through time
series forecasting methods based on ultrasound signals of contaminated insulators, techniques can be
assumed to predict failures in the system.

3. Data Acquisition Experiment

This section describes the data acquisition method that was performed in order to detect
contaminated insulators according to a common procedure adopted by utilities.

3.1. Contaminated Insulator

An actual 25 kV class insulator was taken from the local utility (CELESC—Centrais Elétricas de
Santa Catarina, Brazil) distribution feeder, in a rural area. A controlled environment for data acquisition
was prepared in a laboratory environment simulating the inspection routine. The ultrasound data
were captured using ultrasound equipment. Figure 1 shows the contaminated insulator adopted in
this research.
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3.2. Laboratory Setup and Data Acquisition

The sample removed from the electrical system was fixed in a crossarm of a pole inside the
laboratory as it would be in the field, according to the local energy utility company. The ultrasound
equipment was positioned 2.2 m away from the sample. A nominal voltage of 13.8 kV (RMS, root
mean square) and 60 Hz—the same as that provided by electrical feeders in both urban and rural areas
in the south of Brazil—was assumed.

The ultrasound detector model 250 from Radar Engineers® was used during the experiment.
The sensitivity of the equipment (gain) can be adjusted according to the intensity of the ultrasonic noise.
The gain of the equipment varies from 0 to 10; in this work, the adequate gain for signal recording
was 0.5, considering that, from 1.0, the signal was saturated in some measurements and thus was not
considered. The signal that can be captured ranges from 1 kHz to 1 GHz [30,31].

The detector’s audio output was connected to a computer through a sound card controlled by a
LabVIEW® interface for data acquisition. The sampling rate assumed for data acquisition was 48 kHz,
which is sufficient to process signals with a frequency lower than 20 kHz. The signal was recorded in a
time series of 6.25 s, totaling a signal of 300,000 samples. For data recording and all software analysis,
an Intel Core i7-3520M, with 8 GB of Random-Access Memory (RAM), with MATLAB® software
was used. The signal was recorded and analyzed offline with the same computer. After the data
acquisition procedures, the time series was divided into distinct data sets to perform the statistical
analysis associated with the time series forecasting method presented in this work. More information
about this division was presented in Section 5 in the sequence of this article.

4. Time Series Forecasting

The present section describes the technique employed for time series forecasting based on the
data collected in the experiment described in the previous section. At first, a brief introduction about
time series forecasting concepts is presented, followed by the feature extraction method assumed in
this study. The ANFIS approach is presented in the sequence. Finally, an overview of the time series
strategy proposed in this study is addressed.

A time series can be defined as a data set obtained considering a sampling rate in time [7].
The data set can be presumed to build a prediction model considering previous values of the time
series to perform both one-step or n-steps ahead forecasting. Primarily, models were built based on the
probability distribution of the data set.

According to [32], assuming the time t of available observations from a time series to forecast
their value at some future time t + D, the time series can be considered stationary if no significant
variations are found in the variance analysis over time. In this case, the time series is stable and shows
regular behavior. If a short time series is considered, it is not usually possible to evaluate tendencies,
seasonality, and irregularity in the data set [9].

Supposing that observations are available at discrete samples, at equally spaced intervals of time,
a sample at instant t might be described as xt, and previous observations that can be used to forecast
the time series considering a prediction horizon D are ϕ(t) = [xt−1, xt−2, xt−3, . . . , xt−τ], where τ
represents the number of regressors assumed in the model.

A parametric autoregressive model for nonlinear time series forecasting can be defined as [33]

x̂t+D(t|θ) = y[ϕ(t),θ] (1)

whereϕ(t) represents the regression vector while θ is the vector containing the adjustable parameters of
the model. Additionally, y is the function realized by the selected model. In this research, y represents
the function provided by the ANFIS technique that will be addressed in the sequence of this section.
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4.1. Features Extraction

The present research adopted WPT for feature extraction, which represents the generalization of
the wavelet transform. At each iteration, WPT performs a new decomposition based on coefficients of
previous iterations. Consequently, it indicates that the final number of coefficients depends on the
number of iterations (decompositions) [34].

By considering an orthogonal wavelet decomposition (W) in the wavelet packet node level (WP),
the division of approximation coefficients creates a tree structure of two vectors: the first one is
the approximation coefficient vector, and the second one can be defined as a detailed vector [35].
The information lost during the approximation procedure is captured in the previously mentioned
coefficients and a new vector is created. In this case, successive details are not reanalyzed [18].

The WP function can be described in the following form:

Wn
j,k(t) = 2 j/2Wn

(
2 jt− k

)
(2)

where j is a scalable parameter, k represents the translation operator, and n is the oscillation parameter.
The two first WP functions for n = 0 and n = 1 are, respectively,

W0
0,0(t) = φ(t),

W1
0,0(t) = ψ(t).

(3)

The first function of Equation (3) represents the scale function, and the second one the main
function [31]. The next functions, for n = 2, 3, . . . , N, can be defined according to the following
relations:

W2n
0,0(t) =

√
2
∑
k
δ(k)Wn

1,k(2t− k),

W2n+1
0,0 (t) =

√
2
∑
k
ζ(k)Wn

1,k(2t− k)
(4)

where δ(k) is a low-pass filter and ζ(k) is a high-pass filter; these are associated with the predefined
scaling function and the mother wavelet function. The coefficients Ωn

j (k) could be obtained assuming
the product of functions x(t) and Wn

j, k :

Ωn
j (k) =

∫
∞

−∞

x(t)Wn
j,kdt. (5)

Each coefficient WP can be defined according to a specific frequency level. The wavelet transform
decomposes low-frequency elements, while WPT decomposes all the elements. In this way, the
use of WPT results in components of both low and high frequencies; these are called low and
high approximations.

In order to use WPT, entropy, energy and variation should be considered in the WP calculation
procedure. Energy is assumed to define distinct classes, and in the proposed approach, it contains
failure information associated with the insulator condition. The energy fluctuation corresponds to
specific types of failures, similar to the approach presented in [36]. The signal is decomposed in J
levels, resulting in orthogonal subspaces, where the frequency component can be obtained using

En
J =

∑
k

[
Ωn

J (k)
]2

. (6)

For energy normalization in each frequency bandwidth, the distribution percentage associated
with the energy component is

en
J =

En
J

Etotal
=

En
J∑2J

n=1 En
J

. (7)



Energies 2020, 13, 484 7 of 19

The vector’s relative energy describes the development in time considering subspaces of low
and high frequencies. Changes in the distribution pattern describe the energy flow, which reveals
the pattern to be identified. Assuming the tree structure that was previously mentioned, which was
created from the division of the approximation coefficients, a binary optimal value is defined. In this
way, it is possible to create new subdivisions (sub-trees) from the previous one considering the entropy
criterion. Depending on the application, the resulting sub-tree can be much smaller than the original
one. This technique considers that the objective is to find a minimum criterion in order to obtain an
efficient algorithm [37].

The coefficients are allocated according to their Shannon entropy and are rebuilt to generate a
filtered signal. Based on a data set obtained from experimental procedures described in Section 3,
Figure 2 describes an example of the previously mentioned procedure considering 500 recorded points,
representing 10.42 ms of data acquisition with a sampling frequency of 48 kHz. In this case, coefficients
can be assumed quantitatively to represent signal distributions combining their characteristics; these
could be used in an efficient way for training when associated with a time series forecasting problem.
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The Shannon entropy describes the energy content in a signal through the distribution of amplitude
levels. The uncertainty definition is adopted in this case for probabilistic treatment purposes and can
be defined as a logarithmic function H(.), given by

H(p1, . . . , pn) = −
n∑

i=1

pi log(pi) (8)

where pi is the occurrence probability associated with an event i. Thus, the entropy indicates the
probabilistic uncertainty of a probability distribution [38]. After normalizing the input variables of
the time series, the pertinence degree is calculated in the fuzzy layer. It corresponds to how the
inputs satisfy the fuzzy sets associated with each input. In the rule layers, the firing level is calculated
according to each rule.

To solve the forecasting problem, a data set is selected, and the mean, variance, and covariance
values were used in the statistical analysis. The variance Vi of each variable can be defined as

Vi =
1

n− 1

n∑
m=1

(x̂i,m − xi)
2 (9)

where x̂i,m is the value of the predicted output variable i in object m, and xi is the mean value. Vi
indicates how far the predicted values are from expected values. The covariance Ci, j is the linear
correlation between two random variables according to the following equation:

Ci, j =
1

n− 1

n∑
m=1

(x̂i,m − xi)
(
x̂ j,m − x j

)
. (10)
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where x̂ j,m also represents the value of the predicted output—now for variable j in object m—and
x j is the mean value. Here, the eigenvalues and eigenvectors are calculated and associated with the
cumulative variability percentage in order to determine the main components (factors). Factors with
the highest eigenvalues are selected, and indicators of each factor are then calculated. The influential
characteristics are chosen based on the evaluation of indicators considering the most significant factors.

4.2. Adaptive Neuro-Fuzzy Inference System

After the filtering procedures described in the previous section, the ANFIS method was applied
for mapping input characteristics with the objective of creating input rules. These rules generate a set of
characteristics associated with the desired output [39]. Considering an arbitrary selection of functions,
the structures are predefined based on characteristics of the model variables [20]. The structure of
ANFIS is a combination of a fuzzy inference system and a neural network; the summary of this
architecture is presented in Figure 3.
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The fuzzy inference structure considering grid partitioning creates a single-output Sugeno fuzzy
system, which is used as an initial condition for ANFIS training (see Figure 3). The grid partition
method improves parallel processing performance, ensuring equality in the distribution of tasks to
each core of the processor. For this type of cluster, a distinct rule is defined for each combination
between the participation function and the correspondent output function [40]. Taking into account a
subtractive cluster structure, which requires a separate data set and distinct arguments, it is possible to
extract the rules sets that can identify the behavior of the time series. In this type of cluster exists a
specific rule for each fuzzy cluster [41].

The fuzzy inference system based on c-means (FCM) automatically selects the number of clusters
and randomly distributes the coefficients to each sample of the data set. The algorithm repeats this
procedure until it reaches convergence, which means that each cluster centroid c j should be calculated
considering its membership level for n data points [42].

c j =

∑n
k=1 wi, j

mxi∑n
k=1 wi, jm

. (11)

Any point xi has a set of coefficients according to the cluster k-th degree, where wi, j represents
the clustering degree, and m the fuzzy partition matrix exponent. The FCM method tries to separate
elements of the data set in a finite collection assuming a predefined criterion [43]. Thus, the objective
function to be minimized, with η clusters, can be expressed by
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arg minη
n∑

i=1

η∑
j=1

wi, j
m
‖xi − c j‖

2 (12)

considering

wi, j =
1∑η

k=1

(
‖xi−c j‖

‖xi−ck‖

) 2
m−1

. (13)

4.3. Algorithm Setup

Summarizing the technique procedures until this step, at first, a scalable filter was applied in the
time series. In the sequence, a decomposition procedure was performed assuming Wavelet Packets
Transform (WPT) from three to five levels. Previous tests showed that more levels did not improve the
results obtained in this work [44]. We also considered two and three nodes during decomposition, and
again, previous tests reported that, when more nodes were assumed, a loss of characteristics of the
original signal was reported. The decomposition was performed to obtain a wavelet package tree; after
that, WPT was applied.

For the fuzzy inference structure based on grid partition, two functions were associated with each
input; in this case, Gaussian functions were utilized. The Gaussian function adopted here is given by

γinput(xi) = e
−(xi−u)2

2σ2 (14)

where u is the center and σ represents the spreading parameter of the Gaussian function. For the
output, a linear function was used.

In the FCM structure, 5 to 30 subtractive clusters were considered in the analysis. The influence
range of each center was specified in each dimension to 0.5; i.e., for each cluster center, a spherical
neighborhood with a radius equal to the previously mentioned value was assumed [14]. In order
to apply standardized training procedures, the maximum number of iterations was set to 1000.
Additionally, an adaptive algorithm was assumed with an initial step of 0.01, a decreasing rate equal
to 0.9, and an increasing rate equal to 1.1. The hybrid neural network optimization method uses the
combination of least-squares estimation and error back-propagation for training [13].

The error signal is calculated by the difference in net target γi to the net output γ̂i for both training
and testing procedures. Finally, a metric of global error evaluation based on the root mean square error
(RMSE) was assumed as a stopping criterion during training and also for testing, where

RMSE =

√√
1
n

n∑
i = 1

(γi − γ̂i)
2. (15)

This article presents other metrics for validation of the proposed method, such as mean absolute
error (MAE) and mean absolute percentage error (MAPE). MAE denotes the mean of absolute difference
between the observed value to the predicted one, given by:

MAE =
1
n

n∑
i = 1

∣∣∣γi − γ̂i
∣∣∣. (16)

MAPE calculates the average error ratio to the correct values, where

MAPE =
1
n

n∑
i = 1

∣∣∣∣∣γi − γ̂i

γi

∣∣∣∣∣. (17)
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Based on recent studies focusing on time series forecasting [45–48], the coefficient of determination
R2 was assumed as a performance criterion for model evaluation; see Equation (18). Thus, γi is the
mean of the targets (γi), and these values represent the observed data—those acquired using the
ultrasound equipment.

R2 = 1−

∑n
i=1(γi − γ̂i)

2∑n
i=1

(
γi − γi

)2 . (18)

With the objective of illustrating the procedures and methods described in this research, Figure 4
presents a flowchart of this research. The flowchart shows the analysis from the insulator which will
probably develop the failure to predictability analysis.
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5. Results and Discussion

Taking into account the parameters described in the previous section to configure both feature
extraction and neuro-fuzzy methods, this section presents and discusses the results of the proposed
model. This section was divided into four subsections: (i) analysis of the inference system; (ii) analysis
of the fuzzy c-means clustering method; (iii) comparison of the proposed method with classical
approaches; and (iv) a brief review about the state-of-the-art approaches that follow the same line of
this research.

For the statistical analysis, the time series obtained in the experimental procedure presented in
Section 3, which was based on a contaminated insulator, was divided into five data sets of 50,000
samples each. The percentages of each data set assumed for training, validation, and testing were 75%,
15%, and 10%, respectively. The amount of data assumed for the three phases previously mentioned
was obtained based on prior evaluations of the model performance in order to avoid overfitting during
both validation and testing phases. The mean results provided by the algorithms among all data sets
were assumed and are presented in the next subsection. Data analysis was conducted assuming the
signal obtained from the wavelet energy coefficient.

5.1. Analysis of the Inference System Structure

Three fuzzy inference structures were examined in this study: the first one from data using grid
partition, the second one from data assuming subtractive clustering (FCM), and the third one from
data using FCM clustering. Table 1 shows mean values considering the decomposed signal in wavelet
packets until the third level, where one node was considered. In all tables, underlined results indicate
the best result for each column.



Energies 2020, 13, 484 11 of 19

Table 1. Analysis with different fuzzy inference structures. FCM: fuzzy c-means clustering method;
RMSE: root mean square error.

Method Time (s)
R2

RMSE MAE MAPE Standard
DeviationTraining Validation Testing

Grid
Partition 115.03 0.9588 0.9602 0.9592 0.0155 8.5 ×

10−3 0.9309 2.5 ×
10−3

FCM
Clustering 158.52 0.9635 0.9643 0.9637 0.0142 6.3 ×

10−3 0.8580 2.6 ×
10−3

Subtractive
Clustering 956.59 0.9678 0.9685 0.9686 0.0141 9.6 × 10−4 0.1737 2.2 × 10−3

As presented in Table 1, the grid partition structure provided the fastest results for training.
However, the faster the method, the lower the performance in terms of the coefficient of determination.
The subtractive clustering structure provided the best results. However, it was 87.97% more
time-consuming when compared to the grid partition strategy.

In all cases reported in Table 1, the standard deviation values indicated that the three approaches
are stable, even considering distinct windows in time. Table 1 also presents the RMSE values obtained
during the testing phases of each method. By analyzing the RMSE standard deviation of all methods, a
small value was obtained, with this equal being to 7.81 × 10−4. MAE also provided a low standard
deviation value between the analyzed methods of 3.88 × 10−3. Finally, MAPE values follow the trend
of the RMSE. Taking this information into account, the performance analysis presented in the sequence
of this article considered the coefficient of determination as the main factor.

The FCM clustering structure is widely discussed in the specialized literature, as can be seen
in [9,13,14,18]. The method provided a balanced performance when both execution time and R2 were
evaluated. In this case, the mean time was considered as one of the criteria assumed to select the best
fuzzy inference structure. Due to these aspects, and the R2 values presented in Table 1, the method
presented in the next subsection was chosen for future analysis. Additionally, distinct decomposition
configurations based on wavelet packets will also be discussed. Assuming FCM clustering, Table 2 shows
an evaluation of the time and algorithm forecasting performance according to the number of clusters.

Table 2. Evaluation of the number of clusters considering the FCM structure.

Cluster
Number

Mean
Time (s)

R2
RMSE MAE MAPE Std.

DeviationTraining Validation Testing

5 104.89 0.9577 0.9598 0.9583 0.0146 6.5 ×
10−5 0.8576

3.0 ×
10−3

10 314.42 0.9618 0.9632 0.9622 0.0140 1.2 ×
10−4 0.7639

15 445.00 0.9640 0.9649 0.9642 0.0136 1.6 ×
10−4 0.7574

20 737.56 0.9650 0.9658 0.9652 0.0135 8.1 ×
10−5 0.6211

25 1118.56 0.9666 0.9669 0.9667 0.0132 3.7 ×
10−5 0.5990

30 1497.45 0.9668 0.9671 0.9669 0.0132 5.1 × 10−5 0.5388

In terms of performance, it can be emphasized that the results obtained between 5 and 10 clusters.
In this way, 10 clusters were used for comparison with respect to WPT configurations. In terms of
execution time, a progressive increase can be observed with a proportional increase in the number of
clusters. To illustrate the relation between the input (target) and the predicted (output) signals during
the testing phase, Figure 5 shows the results for 500 samples considering one-step ahead forecasting,
using 10 clusters.
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The RMSE, MAE and MAPE values for the testing phase were smaller using more clusters,
however the time required for convergence was longer. Again, small variations in terms of the number
of clusters for RMSE and MAE were obtained.

5.2. Analysis of the Fuzzy C-Means Clustering Method

After defining the structure of the model, this section provides an evaluation of the fuzzy c-means
clustering method. The results reported in this section employed the third, fourth and fifth levels of
wavelet decomposition and three nodes. The underlined results represent the best results of each
configuration, while results in bold indicate the global best results.

Table 3 presents the results for the training phase. The first number in column 1 indicates the
decomposition level, while the second one represents the number of nodes.

Table 3. Training analysis for FCM clustering.

Levels_Nodes
Number

R2

Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5

3_1 0.9618 0.9616 0.9677 0.9612 0.9649
3_2 0.9665 0.9667 0.9666 0.9682 0.9682
4_1 0.9618 0.9616 0.9683 0.9611 0.9650
4_2 0.9629 0.9653 0.9699 0.9623 0.9694
5_1 0.9618 0.9617 0.9684 0.9604 0.9653
5_2 0.9672 0.9686 0.9663 0.9653 0.9632

The algorithm provided the best results considering four decomposition levels and two nodes.
Validation results are presented in Table 4.

Table 4. Validation analysis for FCM clustering.

Levels_Nodes
Number

R2

Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5

3_1 0.9632 0.9622 0.9690 0.9660 0.9609
3_2 0.9669 0.9669 0.9672 0.9663 0.9665
4_1 0.9632 0.9622 0.9698 0.9660 0.9609
4_2 0.9629 0.9656 0.9705 0.9615 0.9659
5_1 0.9631 0.9623 0.9698 0.9655 0.9613
5_2 0.9681 0.9692 0.9663 0.9654 0.9630
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When validation results were evaluated, a similar condition when compared to the training phase
was observed, where both the decomposition level and the number of nodes that provided the best
results for training were replicated for validation. The same behavior was obtained during the testing
phase (see details in Table 5).

Table 5. Testing analysis for FCM clustering.

Levels_Nodes
Number

R2

Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5

3_1 0.9622 0.9618 0.9680 0.9626 0.9639
3_2 0.9666 0.9668 0.9667 0.9677 0.9678
4_1 0.9622 0.9617 0.9687 0.9625 0.9640
4_2 0.9629 0.9654 0.9700 0.9621 0.9685
5_1 0.9622 0.9619 0.9688 0.9618 0.9643
5_2 0.9674 0.9687 0.9663 0.9654 0.9630

The comparison among distinct data sets during testing showed that the algorithm is stable,
presenting variations in performance smaller than 0.79%. The best overall result was obtained
considering the FCM clustering method with 10 clusters, with four levels and two nodes for the Data
Set 3. The complete statistical analysis is presented in Table 6, where the covariance is calculated
considering the variation in terms of the number of nodes associated to each decomposition level.

Table 6. Statistical results for the testing analysis of FCM clustering.

Levels_Nodes
Number Mean R2 RMSE MAE MAPE Std.

Deviation Variance Covariance

3_1 0.9637 0.0140 1.2 × 10−4 0.7714 2.6 × 10−3 6.49 × 10−6
1.46 × 10−7

3_2 0.9671 0.0064 2.9 × 10−6 0.2325 5.6 × 10−4 3.17 × 10−7

4_1 0.9638 0.0139 1.1 × 10−4 0.7431 2.9 × 10−3 8.27 × 10−6
6.42 × 10−6

4_2 0.9658 0.0061 1.3 × 10−4 0.0368 3.5 × 10−3 1.19 × 10−5

5_1 0.9638 0.0140 1.2 × 10−4 0.7728 3.0 × 10−3 8.80 × 10−6
1.30 × 10−6

5_2 0.9662 0.0063 6.5 × 10−5 0.2540 2.2 × 10−3 4.74 × 10−6

The algorithm provided considerable small variance values, showing that WPT can efficiently
reduce the effect of noise in the time series, providing a stable algorithm. The importance of
evaluating more performance measures can be highlighted at this point, as for the RMSE, three
distinct configurations provided the similar results, using two nodes. The fact of adding the R2 metric
contributes to the selection of the best model, as already described in this paragraph. The MAE
values obtained in this case helped to confirm that three levels and three nodes provided the best
model configuration.

5.3. Benchmarking with Nonlinear Autoregressive Methods

Assuming the task of comparing the proposed approach with well-stablished methods for time
series forecasting, in this section, we considered two more structures: a Nonlinear Autoregressive
(NAR) model, and a Nonlinear AutoRegressive with Exogenous Input (NARX) model, both of which
are based on Neural Networks technique [49].

During training, three distinct classical approaches were considered: Levenberg–Marquardt
(LM), Bayesian Regularization (BR), and Scaled Conjugate Gradient (SCG). Additionally, distinct
configuration parameters were assumed: the number of hidden neurons (NHN), the number of
regressors (ND), and the number of delayed outputs.

In the NAR network the calculation is based on Data Set 1, and in NARX networks, the calculation
is based on the data relationship of Data Set 1 to Data Set 2. Data Set 2 represents values in a time
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window ahead of Data Set 1. Table 7 was based on R2 and Table 8 on RMSE. These tables present the
benchmark for all methods described above. Results were presented for network testing. For both
hidden layers and regressors, amounts of 5, 10 and 15 were considered in the evaluation.

Table 7. Benchmark evaluation with nonlinear autoregressive methods based on R2. NHN: number of
hidden neurons; ND: number of regressors; LM: Levenberg–Marquardt; BR: Bayesian Regularization;
SCG: Scaled Conjugate Gradient; NAR: Nonlinear Autoregressive; NARX: Nonlinear Autoregressive
with Exogenous Input.

NHN ND
NAR-R2 NARX-R2

LM BR SCG LM BR SCG

05
05 0.7441 0.7441 0.7425 0.7409 0.7412 0.7365
10 0.7877 0.7879 0.7869 0.7864 0.7869 0.7856
15 0.8189 0.8193 0.8180 0.8173 0.8181 0.8171

10
05 0.7440 0.7440 0.7418 0.7411 0.7414 0.7367
10 0.7874 0.7880 0.7856 0.7868 0.7876 0.7787
15 0.8191 0.8198 0.8176 0.8176 0.8191 0.8162

15
05 0.7435 0.7440 0.7387 0.7410 0.7413 0.7392
10 0.7879 0.7879 0.7845 0.7867 0.7883 0.7666
15 0.8190 0.8201 0.8145 0.8175 0.8199 0.8141

Table 8. Benchmark evaluation with nonlinear autoregressive methods based on RMSE.

NHN ND
NAR-RMSE NARX-RMSE

LM BR SCG LM BR SCG

05
05 0.0374 0.0377 0.0373 0.0374 0.0375 0.0372
10 0.0350 0.0351 0.0345 0.0345 0.0348 0.0352
15 0.0323 0.0318 0.0350 0.0323 0.0320 0.0330

10
05 0.0378 0.0379 0.0378 0.0374 0.0379 0.0376
10 0.0352 0.0345 0.0344 0.0349 0.0347 0.0343
15 0.0325 0.0327 0.0328 0.0323 0.0327 0.0325

15
05 0.0377 0.0373 0.0380 0.0389 0.0384 0.0375
10 0.0348 0.0346 0.0350 0.0347 0.0334 0.0347
15 0.0324 0.0325 0.0325 0.0327 0.0323 0.0328

In this analysis, NAR and NARX methods provided lower performance when compared to the
proposed Wavelet Neuro-Fuzzy approach. In its best case, the NAR model reached 0.8201 in terms
of R2 during the testing phase, which was much lower than the Wavelet Neuro-Fuzzy model, which
reported 0.9700. The variation of the training method did not significantly impact the final results of
both NAR and NARX models, as well as the number of hidden neurons. However, when the number
of regressors was increased, an improvement in the performance associated with R2 values could be
noticed. In this case, it is important to emphasize that, by increasing the number of regressors, the
computational effort also increases. After 15 regressors, the maximum number of iterations (1000) was
reached by both methods.

Based on RMSE results, NAR and NARX methods continued to maintain inferior results when
compared to the proposed Wavelet Neuro-Fuzzy approach; even when varying both the settings and
the optimization model, the RMSE values provided by these methods were much higher than the
Wavelet Neuro-Fuzzy model.

5.4. State-of-the-Art Approaches and Comparisons

Huang, Oh and Pedrycz presented two studies in [13] and [14] comparing different techniques
with FCM and wavelets. In the proposed evaluations, other techniques based on FCM also presented
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small errors. The article presented in [13] exposed how hybrid algorithms provided superior results
when compared to the application of isolated techniques. In [14], the FCM method was used for the
premise calculation, while the consequence calculation was obtained by wavelet functions whose
parameters were estimated with the aid of the least square method.

Other work based in FCM was presented by Yang and Liu in [9], where an application focusing on
time series also presented interesting results. The proposed model was also based on feature extraction
through wavelets. The application considered the technique proposed by [50] for noise detection in
time series. Comparisons showed that this algorithm is superior to ANFIS and the classic Artificial
Neural Networks approach.

In the works reported in [5,19,20], ANFIS was assumed for time series forecasting. Fu, Cheng,
Yang, and Batista showed in [20] that ANFIS provided better prediction when compared to classical
approaches. Additionally, an improved Wavelet-ANFIS was proposed and the results reached 98.5%
in terms of accuracy assuming three association functions.

In [18], Damayanti compared ANFIS and fuzzy learning vector quantization (FLVQ). The author
showed that FLVQ provided better results for image classification purposes when wavelet
transformation was used.

The ANFIS method was also assumed in [15] considering two Gaussian association functions
with WPT. In this study, ANFIS was adopted to classify different types of disturbance events in power
quality. The method was assumed for fuzzy inference structure evaluation based on grid partition,
the same evaluated in this research and reported in the first line of Table 1. Additionally, here, the
method was compared to FCM and subtractive clustering. Moreover, in [15], promising results were
obtained, and an accuracy of 99.56% was obtained for the classification task. In this case, it is important
to emphasize that a considerable small data set was assumed, and the variability of the method was
not evaluated. In this way, even providing interesting results, there is a lack of information about the
algorithm’s precision and robustness.

Similar to the previously mentioned work, Babayomi and Oluseyi obtained an accuracy of around
81% for location and prediction for 10 different types of faults [16]. In this case, just the ANFIS method
was assumed considering grid partition.

6. Conclusions and Future Research

This article presented a complete approach for predicting electrical insulator conditions. This work
was based on an experimental procedure for data acquisition using a contaminated insulator, which
was removed during an inspection of an electrical system in the South Region of Brazil. Ultrasound
equipment was used during the experiment and a data set was obtained. To predict the condition of
the insulator, a hybrid neuro-fuzzy approach was adopted. The signal provided by the ultrasound
apparatus was filtered assuming a Wavelet Packets Transform in order to improve the performance of
the time series forecasting model. Additionally, three inference system structures were evaluated: grid
partition, fuzzy c-means clustering, and subtractive clustering. Moreover, distinct parameters as the
numbers of clusters, levels, and nodes were adjusted to improve the model performance.

The application of ANFIS for time series forecasting was shown to be a reasonable approach,
considering both computational effort and performance. By assuming a larger number of clusters, a
considerable increase in time (computational effort) was reported, whereas no significant improvement
in the result was observed in terms of coefficient of determination.

In a specific evaluation associated with the algorithm configuration, the FCM clustering method
showed balanced results in terms of training time and accuracy. This approach was successfully
reported by other researchers and emphasized in this work.

The statistical analysis showed that the proposed approach provided low variability, even
considering distinct data sets, confirming the method’s robustness for this application. Additionally, it
can be emphasized that the method robustness was improved by the application of Wavelet Packets
Transform for noise reduction and feature extraction.
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Contaminated insulators are reported by energy companies as a frequent problem. Taking into
account the fact that most of the energy network uses aerial lines without coverage, the application of
this technique for insulator monitoring can provide interesting information, whether they are going to
reach failure in a future horizon or not.

In addition, as an alternative approach to the use of a neuro-fuzzy system for time series forecasting,
some authors are assuming deep learning techniques for the same purpose, as presented in [51,52];
for example, the Long Short-Term Memory (LSTM) method. Taking into account the fact that, in
most studies, no comparisons were performed between these algorithms [53], this approach can be
suggested as interesting future work when considering the same data sets. Finally, the future of this
research will be focused on the development of hardware capable of detecting defective insulators
early. Additionally, by associating failure classification presented in [44], and time series forecasting
as discussed in this work, a more elaborated method to predict distinct types of failures in electrical
insulators can be developed. The idea for future works is to combine both models focusing on
the development of a specialized system capable of both to predict and classify failures as cracks,
contamination among others.
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