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Abstract

Polynomial chaos (PC) expansions are used in stochastic finite element analysis to represent the random model response by a set of coefficients in a suitable (so-called polynomial chaos) basis. The number of terms to be computed grows dramatically with the size of the input random vector, which makes the computational cost of classical solution schemes (may it be intrusive (\textit{i.e.} of Galerkin type) or non intrusive) unaffordable when the deterministic finite element model is expensive to evaluate.

To address such problems, the paper describes a non intrusive method that builds a \textit{sparse} PC expansion. First, an original strategy for truncating the PC expansions, based on \textit{hyperbolic index sets}, is proposed. Then an adaptive algorithm based on \textit{Least Angle Regression} (LAR) is devised for automatically detecting the significant coefficients of the PC expansion. Beside the sparsity of the basis, the experimental design used at each step of the algorithm is systematically complemented in order to avoid the overfitting phenomenon. The accuracy of the PC metamodel is checked using an estimate inspired by statistical learning theory, namely the \textit{corrected leave-one-out error}. As a consequence, a rather small number of PC terms are eventually retained (\textit{sparse} representation), which may be obtained at a reduced computational cost compared to the classical “full” PC approximation. The convergence of the algorithm is shown on an analytical function. Then the method is illustrated on three stochastic finite element problems. The first model features 10 input random variables, whereas the two others involve an input random field, which is discretized into 38 and 100 random variables, respectively.
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1. Introduction

Mathematical models are widely used in many science disciplines, such as physics, biology and meteorology. They aim at better understanding and explaining real-world phenomena. These models are also extensively employed in an industrial context in order to analyze the behaviour of structures and products. This allows the engineers to design systems with ever increasing performance and reliability at an optimal cost.

In structural mechanics, mathematical models may range from simple analytical formulae (e.g. simple applications in beam theory) to sets of partial differential equations (e.g. a general problem in continuum mechanics). Characterizing the behaviour of the system (e.g. identifying the stress or displacement fields of an elastic structure) may be not an easy task since a closed-form solution is generally not available. Then numerical solving schemes have to be employed, such as the finite difference or the finite element method.

From this viewpoint, the recent considerable improvements in computer simulation have allowed the analyst to handle models of ever increasing complexity. Therefore taking into account quite realistic constitutive laws as well as particularly fine finite element meshes become affordable. Nonetheless, in spite of this increase of the accuracy of the models, computer simulation never predicts exactly the behaviour of a real-world complex system. By and large such a discrepancy may be explained by an uncertainty in the input parameters.

Input parameter uncertainty can be taken into account in simulation by setting the problem in a probabilistic framework. This methodology relies upon the combination of a numerical model of the physical system under consideration and a probabilistic description of the input parameters. In this respect, the latter are represented by random variables or random fields. Therefore the response is also a random variable or vector resulting from the propagation of the random input through the model.

This random output may be represented explicitly in a suitable space spanned by the polynomial chaos (PC) basis \[1, 2\] which is a series of multivariate polynomials that are orthogonal with respect to the joint distribution of the input variables. In this setting, characterizing the response PDF is equivalent to evaluating the PC coefficients, i.e. the coordinates of the random response in this basis. A considerable work has been accomplished in this direction for models governed by stochastic elliptic differential equations. In particular, the so-called spectral stochastic finite elements method (SSFEM) was pioneered in \[1\] for mechanical problems involving random fields. In this approach, the classical finite element discretization
is combined with the Karhunen-Loève decomposition of the input random fields. Then the coefficients of the response PC expansion are obtained using a Galerkin scheme that leads to a system of coupled deterministic equations, hence the term intrusive for this approach [3]. Moreover, the method has been extended to models featuring particular types of non-linearity, see e.g. [4, 5, 6].

As an alternative, non intrusive computational schemes emerged recently in stochastic finite element analysis. These methods allow the analyst to compute the stochastic model response by means of a set of calls to the existing deterministic model, i.e. without modifying the underlying computer code. Two approaches based on a PC representation of the response are usually distinguished:

- the projection approach: each PC coefficient is recast as a multidimensional integral [7, 8] which can be computed either by simulation or quadrature;
- the regression approach [9, 10, 11, 12]: the PC coefficients are estimated by minimizing the mean square error of the response approximation.

Note that a non intrusive scheme based on Lagrange interpolation of the model response, namely the stochastic collocation method, was also proposed in the past few years as an efficient alternative to SSFEM [13, 14].

However, the required number of model evaluations (i.e. the computational cost) increases with the size of the truncated PC expansion which itself dramatically increases with the number of input variables, whatever the applied computational method, may it be intrusive or non intrusive. Several attempts to downsize the stochastic problems under consideration may be found in the literature. On the one hand, the dimension-adaptive tensor product quadrature technique outlined in [15] was applied to the stochastic collocation scheme by [16]. The method is intended to reducing the number of calls to the model when evaluating multivariate integrals by quadrature. On the other hand, various authors detailed generalized decomposition schemes of the random response of standard elliptic models. The so-called reduced stochastic basis method [17, 18] has been developed, which consists in seeking the model response onto an a priori reduced stochastic basis, namely a basis of a low-dimensional Krylov subspace. More recently, the so-called generalized spectral decomposition (GSD) method has been investigated in [6]. It is aimed at building iteratively (and not ab initio) a reduced basis. The strategy has been recently extended to non linear problems [19].

In contrast to most of the literature, this work is focused on a methodology that can be applied to the uncertainty and reliability analyses of industrial systems, whatever the type of the governing equations. A non intrusive strategy is adopted so that a broad class of industrial problems (either linear or nonlinear) can be tackled. It is therefore crucial to minimize the number of model evaluations which may be time-consuming. In this purpose, a stepwise regression technique has been recently proposed in [20, 21] in order to build up a sparse PC expansion, i.e. in which only a small number of significant basis functions
are retained in the response PC approximation. The method provided a significant computational gain compared to usual full PC expansions for uncertainty and sensitivity analysis.

The present paper is aimed at improving the stepwise regression procedure in terms of convergence with respect to the number of model evaluations. To this end, a new strategy for truncating the PC expansions is proposed. In addition, an efficient recent method for variable selection in statistics, namely Least Angle Regression (LAR) [22], is exploited for building up a sparse PC approximation at a reduced computational cost.

The remainder of this paper is organized as follows. In the next section one presents a general framework of the chaos representation of the random response. A new truncation scheme of the PC expansion is proposed in Section 3. Then an iterative LAR-based procedure is designed in Section 4 for building up iteratively a sparse PC approximation of the model response. A robust and conservative error estimate is developed in this purpose. The computational gain provided by the adaptive sparse PC expansions is illustrated in Section 6 by numerical studies, i.e. the analysis of an analytical function and three stochastic finite element models. The first model features 10 input random variables, whereas the two others involve an input random field, which is discretized into 38 and 100 random variables, respectively.

2. Polynomial chaos approximation

2.1. Polynomial chaos representation

2.1.1. Probabilistic modelling

Let us consider a physical model represented by a deterministic mapping \( y = M(x) \). Here \( x = \{x_1, ..., x_M\}^T \in \mathbb{R}^M \), \( M \geq 1 \) is the vector of the input variables (e.g. geometry, material properties, loading). Vector \( y = \{y_1, ..., y_Q\}^T \in \mathbb{R}^Q \), \( Q \geq 1 \) is the set of quantities of interest provided by the model (e.g. nodal displacements, components of the strain or stress field, post-processed quantities such as energy, average values, etc.), referred to as the model response in the sequel.

As the input vector \( x \) is assumed to be affected by uncertainty, it is represented by a random vector \( X \) with prescribed probability density function (PDF) \( f_X(x) \). As a consequence the model response is also a random variable denoted by \( Y = M(X) \). This leads us to work in the probability space \((\mathbb{R}^M, \mathcal{B}_M, \mathbb{P}_X)\), where \( \mathcal{B}_M \) is the Borel \( \sigma \)-algebra of \( \mathbb{R}^M \) and \( \mathbb{P}_X \) is the probability measure of \( X \), i.e. \( \mathbb{P}_X(dx) = f_X(x)dx \).

For the sake of simplicity, a scalar response \( Y \) is considered from now on, i.e. \( Q = 1 \). Note that in case of a vector-valued model response \( Y \), the following derivations hold componentwise. On the other hand, \( Y \) is assumed to have a finite variance, that is \( \mathbb{V}[Y] < \infty \). In other words, \( Y \) is supposed to belong to the space \( L^2 \equiv L^2(\mathbb{R}^M, \mathcal{B}_M, \mathbb{P}_X) \) of \( \mathbb{P}_X \)-square integrable functionals of \( X \). Let us define the following inner
product:
\[ \langle g(X), h(X) \rangle \equiv E[g(X)h(X)] \] (1)

which induces the norm:
\[ \| g(X) \| \equiv \sqrt{\langle g(X), g(X) \rangle} \equiv \sqrt{E[g(X)]} \] (2)

It is well-known that \( L^2 \) endowed with inner product \( \langle \cdot, \cdot \rangle \) is a Hilbert space.

2.1.2. Independent random variables

The input random variables in \( X \) are supposed to be independent. Then it is shown that \( Y \) may be expanded onto an orthogonal polynomial basis as follows [2]:
\[ Y \equiv M(X) = \sum_{\alpha \in N^M} a_\alpha \psi_\alpha(X) \] (3)

where the series converges in the sense of the \( L^2 \)-norm. The \( a_\alpha \)'s are unknown deterministic coefficients, and the \( \psi_\alpha \)'s are multivariate polynomials. The series in Eq.(3) is usually referred to as polynomial chaos (PC) expansion. The principles of the building of the PC basis are now recalled.

Let us first notice that due to the independence of the input random variables, the input joint PDF may be cast as:
\[ f_X(x) = \prod_{i=1}^M f_{X_i}(x_i) \] (4)

where \( f_{X_i}(x_i) \) is the marginal PDF of \( X_i \). Let us consider a family \( \{ \pi_j^{(i)}(x), j \in \mathbb{N} \} \) of orthonormal polynomials with respect to \( f_{X_i} \), i.e.:
\[ \langle \pi_j^{(i)}(X_i), \pi_k^{(i)}(X_i) \rangle \equiv E[\pi_j^{(i)}(X_i) \pi_k^{(i)}(X_i)] = \delta_{jk} \] (5)

where \( \delta_{jk} \) equals 1 if \( j = k \) and 0 otherwise. The polynomials are selected and enumerated in such a way that the degree of \( \pi_j^{(i)} \) is \( j > 0 \) and \( \pi_0^{(i)} \equiv 1 \), \( 1 \leq i \leq M \). Upon tensorizing the \( M \) resulting families of univariate polynomials, one gets a basis of multivariate polynomials \( \{ \psi_\alpha, \alpha \in \mathbb{N}^M \} \) defined by:
\[ \psi_\alpha(x) \equiv \pi_{\alpha_1}^{(1)}(x_1) \times \cdots \times \pi_{\alpha_M}^{(M)}(x_M) \] (6)

where the multidimensional index notation \( \alpha \equiv \{ \alpha_1, \ldots, \alpha_M \} \) has been adopted. By construction, the family of multivariate polynomials in the input vector is an orthonormal basis of \( L^2 \):
\[ \langle \psi_\alpha(X), \psi_\beta(X) \rangle \equiv E[\psi_\alpha(X)\psi_\beta(X)] = \delta_{\alpha\beta} \] (7)

where \( \delta_{\alpha\beta} \) equals 1 if \( \alpha = \beta \) and 0 otherwise.

The PC expansion was originally formulated with standard Gaussian random variables and Hermite polynomials as the finite-dimensional Wiener polynomial chaos [23, 1]. It was later extended to other types of random variables together with basis functions from the Askey family of hypergeometric polynomials [24, 25, 26]. The decomposition is then referred to as generalized PC expansion. In this setup, most
common continuous distributions can be associated to a specific family of polynomials [27, 24]. If other distribution types appear, then it is possible to employ a nonlinear mapping (namely an isoprobabilistic transform) such that the generalized PC expansion can be applied to the new variable. For instance, a lognormal variable will be recast as a function of a standard normal variable, which will be used in conjunction with Hermite polynomials. As an alternative, ad hoc orthogonal polynomial may be generated numerically for random variables with arbitrary distributions [28, 29].

2.2. Case of an input random field

Many stochastic finite elements studies involve an input random field, e.g. spatially variable material properties in mechanics [1]. Let us denote by $H(z, \omega)$ such a random field, where $z$ is a spatial variable in a bounded domain $D \subset \mathbb{R}^d$ ($d \in \{1, 2, 3\}$) and $\omega$ is the elementary event of a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, where $\mathcal{F}$ is a $\sigma$-algebra of $\Omega$ and $\mathbb{P}$ is a probability measure. The random field $H(z, \omega)$ is assumed to be square-integrable, with mean $\mu(z)$ and autocorrelation function $C_H(x, x')$. Then it may be discretized using the Karhunen-Loève expansion [30]:

$$H(z, \omega) = \mu(z) + \sum_{i=1}^{+\infty} \sqrt{\lambda_i} \xi_i(\omega) \varphi_i(x)$$

(8)

The above series converges in the $L^2$-norm. The $\xi_i(\omega)$'s form a sequence of uncorrelated, zero-mean and unit-variance random variables, and the $\lambda_i$'s and the $\varphi_i(x)$'s are the solutions of the generalized eigenvalue problem:

$$\int_D C_H(x, x') \varphi_i(x') \, dx' = \lambda_i \varphi_i(x), \quad \forall i \in \mathbb{N}^*$$

(9)

The eigenvalues are indexed in decreasing order (i.e. $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_M \geq \cdots$). The Karhunen-Loève expansion is optimal in the sense of the mean-square norm.

For computational purpose the series in Eq.(8) is truncated after $M$ terms, the value of which being selected a priori with respect to a target accuracy of discretization [31]. Although the problem in Eq.(9) admits a closed-form solution for particular choices of $C_H(x, x')$, it generally requires the implementation of a numerical solving scheme. In this purpose, a Galerkin scheme may be used together with the approximation of the autocorrelation function $C_H$ onto a suitable basis, e.g. a finite element-like basis [1] or spectral bases such as orthogonal polynomials [32] and wavelets [33].

If the random field $H(z, \omega)$ is Gaussian, the $\xi_i$'s form a set of independent standard Gaussian random variables. Then the model response may be expanded onto a basis made of normalized Hermite polynomials as shown in Section 2.1.2. A particular class of non Gaussian random fields $H(z, \omega)$ may be cast as a non-linear transformation of a Gaussian random field. Such random fields are known as translation.
fields [34]. For instance, input parameters such as material properties are often modelled by lognormal random fields:

\[ H(z, \omega) = e^{N(z, \omega)} \]  

where \( N(z, \omega) \) is a Gaussian random field. \( H(z, \omega) \) may be recast in terms of independent Gaussian random variables by substituting \( N(z, \omega) \) for its Karhunen-Loève expansion in Eq.(10). The reader is referred to [35] for a comprehensive overview of the methods for simulating non-Gaussian random fields.

2.3. Estimation of the coefficients by regression

For computational purpose the PC expansion in Eq.(3) has to be truncated after \( P \) terms. One generally retains those polynomials \( \psi_\alpha \) with total degree up to \( p \):

\[ M_p(X) = \sum_{0 \leq |\alpha| \leq p} a_\alpha \psi_\alpha(X) \equiv a^T \psi(X) \]  

where \( a \) (resp. \( \psi \)) gathers the coefficients \( \{ a_\alpha, 0 \leq |\alpha| \leq p \} \) (resp. the basis polynomials \( \{ \psi_\alpha, 0 \leq |\alpha| \leq p \} \)).

The coefficients may be estimated by determining the \( L^2 \)-projection of the response \( M(X) \) onto the space spanned by the polynomials \( \{ \psi_\alpha(X), |\alpha| \leq p \} \) as follows [11, 36]:

\[ \hat{a} = \arg \min_{a \in \mathbb{R}^p} \mathbb{E} \left[ \left( M(X) - a^T \psi(X) \right)^2 \right] \]  

The solution reads:

\[ \hat{a} = \left( \mathbb{E} \left[ \psi(X) \psi^T(X) \right] \right)^{-1} \mathbb{E} \left[ \psi(X) M(X) \right] \]  

By orthonormality of the PC basis, this expression reduces to:

\[ \hat{a} = \mathbb{E} \left[ \psi(X) M(X) \right] \]  

Two kinds of coefficient estimates may be computed, namely:

- the quasi-regression (or projection) estimates, which rely upon a discretization of Eq.(14);
- the regression estimates, which are based on the discretization of the whole expression in Eq.(13).

From now on, only the regression method is considered since it converges faster in terms of number of model evaluations, as shown empirically in [37] and theoretically in [38] (see Appendix).

Let \( \mathcal{X} = \{ \mathbf{x}^{(1)}, ..., \mathbf{x}^{(N)} \} \) be a set of \( N \) realizations of the input random vector, and \( \mathcal{Y} = \{ y^{(1)}, ..., y^{(N)} \}^T \) be the corresponding model evaluations \( \{ y^{(i)} = \mathcal{M}(\mathbf{x}^{(i)}), i = 1, ..., N \} \). The set \( \mathcal{X} \) is called the experimental design (ED). The estimates of the PC coefficients are obtained by computing the empirical analogue of Eq.(13), namely:

\[ \hat{\mathbf{a}} = \left( \mathbf{\Psi}^T \mathbf{\Psi} \right)^{-1} \mathbf{\Psi}^T \mathbf{y} \]
where the data matrix $\Psi$ is defined by:

$$\Psi_{ij} \equiv \psi_{\alpha_j}(x^{(i)}) \quad , \quad i = 1, \ldots, N \quad , \quad j = 0, \ldots, P - 1$$

(16)

In order to ensure the numerical stability of the regression problem in Eq.(15), the size $N$ of the ED must be selected in such a way that the information matrix is well-conditioned. In practice, the design size is usually set equal to $N = kP$ with $k \in [2, 3]$.

2.4. Post-processing of the PC expansion

Once the coefficients have been estimated, one gets the following PC approximation:

$$\tilde{M}_p(X) \equiv \sum_{|\alpha| \leq p} \hat{a}_\alpha \psi_\alpha(X)$$

(17)

The latter may used as a metamodel (i.e. an analytical surrogate of the model response $M(X)$) in order to compute quantities of interest in uncertainty and sensitivity analysis at a negligible computational cost. In particular, the mean and the variance of the response may be respectively approximated by:

$$\tilde{\mu}_{Y,p} \equiv \hat{a}_0$$

(18)

$$\tilde{\sigma}_{Y,p}^2 \equiv \sum_{0<|\alpha| \leq p} \hat{a}_\alpha^2$$

(19)

It is also possible to derive inexpensively the global sensitivity indices of the response to the input variables [12]. In particular, the total sensitivity index to the variable $X_i$, $i = 1, \ldots, M$, which quantify the part of the total response variance $\sigma^2_Y$ that is explained by $X_i$, is estimated by:

$$S_{i}^{T,p} = \frac{1}{\sigma^2_Y} \sum_{\alpha \in I_i^+} a_{\alpha}^2$$

(20)

where $I_i^+$ denotes the set of all indices with a non zero $i$-th component, that is:

$$I_i^+ \equiv \{ \alpha \in \mathbb{N}^M : 0 \leq |\alpha| \leq p \quad , \quad \alpha_i \neq 0 \}$$

(21)

2.5. Limitation of the regression approach in high dimension

As shown in Eq.(11), the PC expansion of the model response is usually truncated in such a way that only those basis polynomials with total degree not greater than $p$ are retained. The size of this basis is $P = \binom{M+p}{p}$. Considering a number $N = kP$ ($k \in [2,3]$) of model evaluations, the computational effort blows up for large values of $M$ or $p$, say $M \geq 10$ or $p \geq 10$. As the present work is aimed at minimizing the computational cost $N$, a reduction of the dimensionality $P$ of the truncated PC basis is necessary. A first remedee consists in defining an alternative truncation scheme, as shown in the sequel.
3. Hyperbolic polynomial chaos expansion

3.1. Hyperbolic scheme for truncating the polynomial chaos expansion

Let us first respectively define the *degree* and the *rank* of an index $\alpha \in \mathbb{N}^M$ by:

$$|\alpha| \equiv \|\alpha\|_1 \equiv \alpha_1 + \cdots + \alpha_M$$  \hspace{1cm} (22)

and

$$\|\alpha\|_0 \equiv \sum_{i=1}^{M} 1_{\{\alpha_i > 0\}}$$  \hspace{1cm} (23)

Any truncation strategy of the PC representation corresponds to a specific choice of a non empty finite set $\mathcal{A}$ of indices $\alpha$. For instance the common scheme is equivalent to the choice:

$$\mathcal{A} = \mathcal{A}_{M,p} \equiv \{ \alpha \in \mathbb{N}^M : \|\alpha\|_1 \leq p \}$$  \hspace{1cm} (24)

As an alternative, the use of the following index sets based on $q$-quasi-norms $0 < q < 1$ is proposed:

$$\mathcal{A}_{q,M,p} \equiv \{ \alpha \in \mathbb{N}^M : \|\alpha\|_q \leq p \}$$  \hspace{1cm} (25)

where:

$$\|\alpha\|_q \equiv \left( \sum_{i=1}^{M} \alpha_i^q \right)^{1/q}$$  \hspace{1cm} (26)

Such norms penalize the high-rank indices all the more since $q$ is low, as shown in Figure 1 for a two-dimensional case. This leads to favor the main effects and low-order interactions, which are more likely to be significant than the high-order interactions in the governing equations of the model according to the *sparsity-of-effects principle* \[39\]. Note that setting $q$ equal to 1 corresponds to the usual truncation scheme, i.e. $\mathcal{A}_{1,M,p} = \mathcal{A}_{M,p}$. When using $q < 1$, the retained basis polynomials are located under an hyperbola-like surface, hence the name *hyperbolic index sets*. For instance, the retained basis terms in PC expansions of varying degree $p$ are plotted in Figure 2 for $q = 1$, $q = 0.75$ and $q = 0.5$.

The evolution of the cardinality of $\mathcal{A}_{q,M,p}$ with respect to the number of input random variables $M$ for various values of $q$ and $p = 10$ is depicted in Figure 3. It is shown that decreasing $q$ results in a significant reduction of the number of terms compared to the usual truncated PC expansion (i.e. $q = 1$). For instance if $M = p = 10$, and say $q = 0.4$, the cardinality of $\mathcal{A}_{q,M,p}$ is 3 orders of magnitude smaller than that of $\mathcal{A}_{M,p}$. On the other hand, the evolution of card($\mathcal{A}_{q,M,p}$) with respect to the PC degree $p$ for various values of $q$ and $M = 10$ is depicted in Figure 4.

In order to further reduce the number of terms in the PC expansion, one develops a procedure for only selecting a small number of non zero coefficients, leading to a *sparse* representation. This is the scope of the next section.

\[1\] The quantity $\| \cdot \|_q$ defined in Eq.(25) is not a norm since it does not satisfy the triangular inequality.
Figure 1. Principle of the truncation strategy based on $q$-norms ($0 < q \leq 1$)

Figure 2. Retained basis terms in the polynomial chaos expansion when varying the parameter $q$ of the index sets $\mathcal{A}_q^{M,p}$ and the total degree $p = 3, 4, 5, 6$, for $M = 2$. The $x$-axes (resp. $y$-axes) correspond to the partial degree of the polynomials in $X_1$ (resp. $X_2$).
Figure 3. Cardinality of the index sets $A_{M,p}^q$ with respect to the number of input random variables $M$. (Left) Cardinality of $A_{M,p}^q$ compared to the cardinality of $A_{M,p}$. (Right) Relative cardinality of $A_{M,p}^q$.

Figure 4. Cardinality of the index sets $A_{M,p}^q$ with respect to the PC degree $p$. (Left) Cardinality of $A_{M,p}^q$ compared to the cardinality of $A_{M,p}$. (Right) Relative cardinality of $A_{M,p}^q$. 
4. Error estimates for sparse polynomial chaos representations

4.1. Sparse polynomial chaos expansion

Let \( A \) be any finite subset of \( \mathbb{N}^M \), and let us consider the associated truncated PC expansion:

\[
\mathcal{M}_A(X) \equiv \sum_{\alpha \in A} a_\alpha \psi_\alpha(X)
\] (27)

The maximum length of the indices in \( A \) is denoted by \( p \) as shown below:

\[
p \equiv \max_{\alpha \in A} \|\alpha\|_1
\] (28)

and is referred to as the degree of the truncated PC representation. This allows one to define the index of sparsity of \( A \) by:

\[
IS(A) \equiv \frac{\text{card}(A)}{\text{card}(A_{M,p})}
\] (29)

The index set \( A \) and the PC expansion \( \mathcal{M}_A(X) \) are said to be sparse if the index of sparsity is small compared to 1.

Of course it is not possible to determine a priori the non zero coefficients. An iterative procedure based on stepwise regression has been proposed in [40, 20] to circumvent this difficulty. The algorithm relies upon a rigorous estimation of the approximation error. A robust and conservative estimate is proposed in the sequel.

4.2. Estimation of the approximation error

4.2.1. Generalization error vs. empirical error

Let us consider an experimental design \( X = \{x^{(1)}, \ldots, x^{(N)}\}^T \). Let \( Y = \{y^{(i)} \equiv \mathcal{M}(x^{(i)}), i = 1, \ldots, N\}^T \) be the vector of the corresponding model evaluations. As shown in Section 2.3, one may use this data in order to compute the following PC approximation by regression:

\[
\hat{\mathcal{M}}_A(X) \equiv \sum_{\alpha \in A} \hat{a}_\alpha \psi_\alpha(X)
\] (30)

where \( A \) is a finite non empty subset of \( \mathbb{N}^M \). In this work, we focus on the estimation of the approximation error in the \( \mathcal{L}^2 \)-norm:

\[
Err \equiv \mathbb{E} \left[ \left( \mathcal{M}(X) - \hat{\mathcal{M}}_A(X) \right)^2 \right]
\] (31)

The quantity \( Err \) is sometimes referred to as the generalization error in statistical learning [41]. In practice, \( Err \) may be estimated by the empirical error (or training error) defined by:

\[
Err_{\text{emp}} \equiv \frac{1}{N} \sum_{i=1}^{N} \left( \mathcal{M}(x^{(i)}) - \hat{\mathcal{M}}_A(x^{(i)}) \right)^2
\] (32)
where the \( x^{(i)} \)'s are the points of the experimental design \( \mathcal{X} \). The relative training error is defined by:

\[
\varepsilon_{\text{emp}} \equiv \frac{\text{Err}_{\text{emp}}}{\hat{\sE}[\mathcal{Y}]}
\]

where \( \hat{\sE}[\mathcal{Y}] \) denotes the empirical variance of the response sample \( \mathcal{Y} \):

\[
\hat{\sE}[\mathcal{Y}] \equiv \frac{1}{N-1} \sum_{i=1}^{N} \left( y^{(i)} - \bar{y} \right)^2 , \quad \bar{y} \equiv \frac{1}{N} \sum_{i=1}^{N} y^{(i)}
\]

Of common use is the corresponding coefficient of determination \( R^2 \) that reads:

\[
R^2 \equiv 1 - \varepsilon_{\text{emp}}
\]

However it is well-known that \( \text{Err}_{\text{emp}} \) underpredicts the generalization error. The quantity \( \text{Err}_{\text{emp}} \) is even systematically reduced by increasing the complexity of the PC approximation (i.e. the cardinality of \( \mathcal{A} \)), whereas \( \text{Err} \) may increase. This is the so-called overfitting phenomenon. An error estimate which is known to be much less sensitive to overfitting than \( \text{Err}_{\text{emp}} \) is investigated in the next section.

### 4.2.2. Leave-one-out error

Let us denote by \( \widehat{\mathcal{M}}^{(-i)} \) the metamodel that has been built from the experimental design \( \mathcal{X} \setminus \{ x^{(i)} \} \), i.e. when removing the \( i \)-th observation. The predicted residual is defined as the difference between the model evaluation at \( x^{(i)} \) and its prediction based on \( \widehat{\mathcal{M}}^{(-i)} \):

\[
\Delta^{(i)} \equiv \mathcal{M}(x^{(i)}) - \widehat{\mathcal{M}}^{(-i)}(x^{(i)})
\]

The expected risk is then estimated by the following leave-one-out error:

\[
\text{Err}_{\text{LOO}} \equiv \frac{1}{N} \sum_{i=1}^{N} \Delta^{(i)}^2
\]

The quantity \( \text{Err}_{\text{LOO}} \) is sometimes referred to as PRESS (Predicted Residual Sum of Squares) [42] or jackknife error [43]. In our context of linearly parametrized regression, it is possible to calculate analytically each predicted residual as follows [44]:

\[
\Delta^{(i)} = \frac{\mathcal{M}(x^{(i)}) - \widehat{\mathcal{M}}_A(x^{(i)})}{1 - h_i}
\]

where \( h_i \) is the \( i \)-th diagonal term of the matrix \( \Psi(\Psi^T\Psi)^{-1}\Psi^T \), using the notation:

\[
\Psi_{ij} \equiv \left( \psi_{\alpha_j}(x^{(i)}) \right)_{i=1,...,N}^{j=0,...,\text{card}(\mathcal{A})-1}
\]

The leave-one-out error rewrites:

\[
\text{Err}_{\text{LOO}} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{\mathcal{M}(x^{(i)}) - \widehat{\mathcal{M}}_A(x^{(i)})}{1 - h_i} \right)^2
\]
As for the training error one considers the following relative leave-one-out error:

\[ \varepsilon_{\text{LOO}} \equiv \frac{E_{\text{Err},\text{LOO}}}{\sqrt{\|Y\|}} \]  

(41)
as well as the following counterpart of \( R^2 \) denoted by \( Q^2 \):

\[ Q^2 \equiv 1 - \varepsilon_{\text{LOO}} \]  

(42)

A comparative study reported in [45] indicates that the leave-one-out technique generally performs very well in terms of estimation bias and mean-square error.

4.2.3. Corrected error estimates

Various penalty-based methods have been proposed in the literature in order to reduce the sensitivity of error estimates to overfitting. Considering for instance the empirical error \( E_{\text{Err},\text{emp}} \), one gets estimates under the form:

\[ E_{\text{Err}}^* = E_{\text{Err},\text{emp}} T(P, N) \]  

(43)

where \( P \) denotes the number of terms in the PC approximation and \( T(P, N) \) is a correcting factor. In particular the so-called adjusted empirical error corresponds to:

\[ T(P, N) \equiv \frac{N - 1}{N - P - 1} \]  

(44)
The quantity \( E_{\text{Err}}^* \) is all the larger since the complexity \( P \) increases, i.e. as extra terms are included in the metamodel. In this section we focus on a correcting factor which has been derived in [46] for regression using a small experimental design. The factor is defined by:

\[ T(P, N) \equiv \frac{N}{N - P} \left( 1 + \frac{\text{tr}(C_{\text{emp}}^{-1})}{N} \right) \]  

(45)

where:

\[ C_{\text{emp}} \equiv \frac{1}{N} \Psi^T \Psi \]  

(46)

In the following one suggests the use of an heuristic corrected leave-one-out error \( E_{\text{Err}}^* \). Indeed, it has been shown in [47] that such an error estimate reveals robust and conservative. The scaled counterpart of \( E_{\text{Err}}^* \) is denoted by \( \varepsilon_{\text{LOO}}^* \).

5. Least Angle Regression (LAR)

Least Angle Regression (LAR) [22] is an efficient procedure for variable selection. In other words, it is aimed at selecting those predictors (i.e. the basis polynomials \( \psi_\alpha \) in our case) that have the greatest impact on the model response \( Y \equiv \mathcal{M}(X) \), among a possibly large set of candidates. LAR eventually
provides a sparse PC approximation, i.e. which only contains a small number of terms compared to a classical full representation.

5.1. Description of the LAR algorithm

The LAR algorithm is detailed below:

(i) Initialize the coefficients to \( a_{\alpha_0}, \ldots, a_{\alpha_{P-1}} = 0 \). Set the initial residual equal to the vector of observations \( Y \).

(ii) Find the vector \( \psi_{\alpha_j} \) which is most correlated with the current residual.

(iii) Move \( a_{\alpha_j} \) from 0 toward the least-square coefficient of the current residual on \( \psi_{\alpha_j} \), until some other predictor \( \psi_{\alpha_k} \) has as much correlation with the current residual as does \( \psi_{\alpha_j} \).

(iv) Move jointly \( \{a_{\alpha_j}, a_{\alpha_k}\}^T \) in the direction defined by their joint least-square coefficient of the current residual on \( \{\psi_{\alpha_j}, \psi_{\alpha_k}\} \), until some other predictor \( \psi_{\alpha_l} \) has as much correlation with the current residual.

(v) Continue this way until \( m \equiv \min(P, N - 1) \) predictors have been entered.

Steps (ii) and (iii) mention a “move” of the active coefficients toward their least-square value. It corresponds to an updating of the form \( \hat{a}^{(k+1)} = \hat{a}^{(k)} + \gamma^{(k)} \tilde{w}^{(k)} \). Vector \( \tilde{w}^{(k)} \) and coefficient \( \gamma^{(k)} \) are referred to as the LAR descent direction and step, respectively. Both quantities may be derived algebraically as shown in [22].

Note that if \( N \geq P \), then the last step of LAR provides the ordinary least-square solution. It is shown in [22] that LAR is noticeably efficient since it only requires \( O(NP^2 + P^3) \) computations (i.e. the computational cost of ordinary least-square regression on \( P \) predictors) for producing a set of \( m \) metamodels. The optimal number of predictors in the metamodel (i.e. the optimal number of LAR steps) may be determined using a suitable criterion. This point is discussed in the next section.

The so-called hybrid LAR procedure is a variant of the original LAR [22]. Let us assume that after \( k \) steps the LAR algorithm has included \( k \) predictors in a index set \( A^{(k)} \). Instead of the associated LAR-based coefficients \( \hat{a}^{(k)} \) one may prefer the least-square estimates coefficients (denoted here by \( \hat{a}^{(k)}_{\text{LS}} \)). In this setup, LAR is only used in order to select a set of predictors, but not to estimate the coefficients. It is shown in [22] that hybrid LAR always increase the usual empirical measure of fit \( R^2 \) compared to the original LAR.

5.2. A modified cross validation criterion for selecting the optimal LAR metamodel

In the current section, the classical cross-validation scheme for assessing the LAR results is first described. Then a more computationally efficient procedure is proposed.
The genuine cross-validation selection of the optimal LARS solution is as follows [48]:

(i) For \( i = 1, \ldots, \nu \):
   
   (a) Run the LAR procedure from the reduced data set \( \mathcal{Z} \setminus \mathcal{Z}_i \) in order to build up a sparse PC approximation. Denoting the number of iterations by \( m \equiv \min N, P \), one obtains a set of solution coefficients \( \{ \hat{a}_i^{(1)}, \ldots, \hat{a}_i^{(m)} \} \) with increasing \( L^1 \)-norm.
   
   (b) Compute the residual sums of squares \( \{ Err_i^{(1)}, \ldots, Err_i^{(m)} \} \) of the various coefficients estimates on the validation sets \( \{ \mathcal{Z}_1, \ldots, \mathcal{Z}_\nu \} \), respectively.

(ii) For \( j = 1, \ldots, m \): compute the mean residual sum of squares \( \bar{Err}^{(j)} \equiv \frac{1}{\nu} \sum_{i=1}^{\nu} Err_i^{(j)} \).

(iii) Find the optimal LARS step \( j^* = \arg \min_j \bar{Err}_j \).

(iv) Run the LARS procedure from the whole data set \( \mathcal{Z} \). One gets a set of solution coefficients \( \{ \hat{a}^{(1)}, \ldots, \hat{a}^{(m)} \} \).

(v) Eventually return the set of coefficients estimates \( \hat{a}^{(j^*)} \).

This cross-validation scheme dedicated to the selection of the optimal LAR solution will be denoted by \( CV \) from now on. The procedure may be time-consuming though since it requires \((\nu + 1)\) calls to the LAR procedure. This may lead to a significant computational cost when applying an iterative strategy, which is the scope of the current work.

To overcome this difficulty, a new cross-validation scheme is proposed that only requires a single call to the hybrid LAR procedure. This method is referred to as modified cross-validation (MCV) in the following. It is recalled that hybrid LAR provides a set of metamodels \( \{ \hat{M}_{A}^{(1)}, \ldots, \hat{M}_{A}^{m} \} \) in two steps:

– perform variable selection using the original LAR procedure;

– compute the coefficients associated with the retained predictors by ordinary least-square regression.

The MCV strategy is designed as follows:

– run the LAR procedure once and for all;

– recompute the coefficients of each produced sparse metamodel by least-square regression;

– assess each metamodel using a cross-validation procedure;

– eventually retain the metamodel associated with the lowest error estimate.

It may be noticed that in contrast to the \( CV \) approach, MCV provides directly an estimate of the approximation error of the LAR-based PC approximations. As suggested in Section 4.2.3, the corrected leave-one-out error estimate is employed for assessing the various sparse metamodels obtained by LAR.

The MCV method has been validated in [47].
5.3. Basis-adaptive LAR algorithm

5.3.1. Fixed experimental design

A limitation of LAR lies in the requirement of an *a priori* truncation set $\mathcal{A}$. To circumvent this difficulty, one proposes a procedure for enriching iteratively the index set of the PC approximation, *i.e.* the set of active basis functions. In this section, a given set of model evaluations (*i.e.* a fixed experimental design) $X \equiv \{\mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(N)}\}^T$ is assumed. Without loss of generality, one considers PC approximations of the model response based on *hyperbolic index sets* $\mathcal{A}_y^{M,p}$, that is:

$$Y \approx M_{\mathcal{A}_y^{M,p}}(X) \equiv \sum_{\alpha \in \mathcal{A}_y^{M,p}} a_{\alpha} \psi_{\alpha}(X) \quad (47)$$

The computational flowchart of the proposed basis adaptive LAR procedure is sketched in Figure 5. LAR is first applied to a first-order PC approximation corresponding to $\mathcal{A}_y^{M,1}$. The selection of the best LAR metamodel is performed using the modified cross-validation (MCV) scheme outlined in Section 5.2. The associated optimal subset of indices (resp. error estimate) is stored in the variable $\mathcal{A}^{(1)}$ (resp. $\varepsilon^{(1)}$). Note that $\varepsilon^{(1)}$ has been already computed in order to select the optimal LAR-based PC approximation ($\varepsilon^{(1)}$ is the *corrected leave-one-out error estimate* of the metamodel $M_{\mathcal{A}^{(1)}}(X)$). One sets $\varepsilon^{\ast} \equiv \varepsilon^{(1)}$ and one denotes by $\mathcal{A}^{\ast}$ the corresponding set of indices. If $\varepsilon^{\ast}$ is less than a prescribed target error $\varepsilon_{\text{tgt}}$, one stops the algorithm. Otherwise one iterates with the second-order PC approximation related to $\mathcal{A}_y^{M,2}$ and sets $\varepsilon^{\ast} \equiv \min(\varepsilon^{\ast}, \varepsilon^{(2)})$, and so on. Thus the sparse PC approximation is sought among the best LAR metamodels for each degree $p = 1, \ldots, p_{\text{max}}$.

It is possible that the approximation error $\varepsilon^{(p)}$ increases from a given value of the degree $p$. This might be due to an overfitting situation, in which the number of accepted predictors gets too important with respect to the size $N$ of the experimental design $X$. In order to avoid this phenomenon, the following heuristic criterion is introduced: if the approximation error $\varepsilon^{(p)}$ increases twice in a row (say $\varepsilon^{(p)} \geq \varepsilon^{(p-1)} \geq \varepsilon^{(p-2)}$), then the algorithm is stopped, returning a warning message of possible overfitting.

The optimal subset $\mathcal{A}^{\ast}$ is eventually retained. The coefficients of the related sparse PC approximation $M_{\mathcal{A}^{\ast}}(X)$ are computed by ordinary least-square regression.

5.3.2. Sequential experimental design

The algorithm proposed in the last subsection allows one to detect automatically the significant terms in the PC expansion. However it is based on a given experimental design whose size $N$ is arbitrary. This problem is tackled by proposing a version of the procedure in which the design is automatically enriched, so that the target error may be reached. In this purpose, *sequential experimental designs* may be used, such as Monte Carlo sampling, Nested Latin Hypercube sampling (NLHS) [49] or quasi-Monte Carlo
Figure 5. Computational flowchart of the basis-adaptive LAR procedure for building up an adaptive sparse polynomial chaos expansion sampling (QMC) [50, 51].

Figure 6. Computational flowchart of the basis and experimental design adaptive LAR procedure for building up an adaptive sparse polynomial chaos expansion.

Using a sequential sampling scheme, a modification of the basis adaptive LAR procedure outlined in the
previous section is devised. As soon as overfitting is detected in the adaptive LAR iterations \((i.e.\) when the error estimate increases twice in a row), the experimental design is enriched. Note that the number of additional points is fixed \(a\ priori\). Then the procedure is restarted from the PC degree \(p\) that yielded the best metamodel prior to complementing the design. The computational flowchart of the algorithm is sketched in Figure 6.

6. Application examples

6.1. Methodology

The following sections are dedicated to the uncertainty, sensitivity and reliability analysis of several application examples. Estimates of the related quantities of interest, namely the statistical moments, the Sobol’ indices and the probabilities of failure are obtained by post-processing sparse polynomial chaos (PC) expansions of the response of the model being studied. The proposed LAR methods is employed in order to build up these sparse metamodels. Several choices have to be made in this purpose.

First, we will only consider hyperbolic PC expansions of the form:

\[
Y \approx \hat{M}(X) = \sum_{\alpha \in \mathcal{A}_{q}^{M,P}} \alpha \psi_{\alpha}(X)
\]  

(48)

where:

\[
\mathcal{A}_{q}^{M,P} = \left\{ \alpha \in \mathbb{N}^{M} : \|\alpha\|_{q} = \left( \sum_{i=1}^{M} \alpha_{i}^{q} \right)^{1/q} \leq p \right\}
\]  

(49)

The parameter \(q\) will be set equal to 0.4. Indeed, such a choice has often led to good results as shown in [47] and from the authors’ experience. The sparsity of the obtained sparse PC expansions will be quantified by means of indices of sparsity which are defined by:

\[
IS_{1} = \frac{\text{card}(\mathcal{A}_{q}^{M,P})}{\text{card}(\mathcal{A})}
\]  

(50)

\[
IS_{2} = \frac{\text{card}(\mathcal{A})}{\text{card}(\mathcal{A}_{q}^{M,P})}
\]  

(51)

where \(\mathcal{A}\) is the final index set that has been eventually returned by the algorithms. These quantities respectively correspond to the sparsity due to the choice of the hyperbolic index set and the sparsity due to the adaptive selection of the terms in the PC decomposition.

Second, whatever the approach for building a PC representation (may it be sparse or full), the PC coefficients will be systematically computed using an experimental design made of Sobol’ quasi-random numbers. When applying one of the adaptive approaches \((i.e.\) stepwise regression or LAR), one will employ
a sequential design strategy. The initial size of the design (resp. the number of additional sample when
detecting overfitting) will be set equal by default to \( N_{\text{ini}} = 100 \) (resp. \( N_{\text{add}} = 100 \)), unless alternative choices are specified.

6.2. Ishigami function

Let us consider the so-called Ishigami function which is widely used for benchmarking in global sensi-
tivity analysis [52, 53]:

\[
Y = \sin X_1 + 7 \sin^2 X_2 + 0.1 X_3^4 \sin X_1
\]

where the \( X_i \)'s (\( i = 1, \ldots, 3 \)) are independent random variables that are uniformly distributed over \([-\pi, \pi]\).

The convergence of the two following methods is investigated:

– classical full PC expansions with degree varying from 3 to 13 (\( N = 2P \) model evaluations are performed,
  where \( P \) denotes the PC size);
– sparse PC expansions based on the stepwise regression procedure detailed in [20, 21];
– sparse PC expansions based on the adaptive LAR procedure.

Whatever the computational scheme, the PC coefficients are computed from a quasi-random experimental
design. As the final number of model evaluations is expected to be relatively low, the number \( N_{\text{add}} \) of
additional points in the sequential design is set equal to 50 rather than 100. The convergence rate of the
metamodels is reported in Figure 7.

As expected, the full PC expansion has the slowest rate of convergence. In contrast, the LAR-based ap-
proach reveals particularly efficient, outperforming both the full PC and the stepwise regression schemes.
It yields a relative error less than \( 10^{-10} \) using about 150 model evaluations. This shows how the LAR
procedure can take advantage of the genuine sparsity of the model response, especially in the case of a
smooth function.

6.3. Maximum deflection of a truss structure

6.3.1. Problem statement

Let us consider the truss structure sketched in Figure 8. The structure comprises 23 members, namely
11 horizontal bars and 12 oblical bars. The upper portion of the truss is subjected to vertical loads. A
finite element model made of 23 bar elements is used. Ten parameters are assumed to be random and are
modelled by independent input random variables, namely the Young’s moduli and the cross-section areas
of the horizontal and the oblical bars (respectively denoted by \( E_1, A_1 \) and \( E_2, A_2 \)) and the applied loads
(denoted by \( P_i, i = 1, \ldots, 6 \)) [54], whose mean and standard deviation are reported in Table 1. Thus the
input random vector is defined by:
Figure 7. Ishigami function - Convergence rates of full and sparse polynomial chaos expansions (quasi-random experimental designs are used)

\[
Z = \{E_1, E_2, A_1, A_2, P_1, ..., P_6\}^T
\]  \hspace{1cm} (53)

Figure 8. Example #2: Truss structure comprising 23 members

The model random response \(Y\) is the deflection at midspan denoted by \(V_1\). It is approximated by a truncated PC expansion made of normalized Hermite polynomials. In this respect, the random vector \(Z\) is recast as a standard Gaussian random vector \(X\) by transforming the random variables \(Z_i\) as follows:
Table 1

Example #2: Truss example - Input random variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Distribution</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1, E_2$ (Pa)</td>
<td>Lognormal</td>
<td>$2.10 \times 10^{11}$</td>
<td>$2.10 \times 10^{10}$</td>
</tr>
<tr>
<td>$A_1$ (m$^2$)</td>
<td>Lognormal</td>
<td>$2.0 \times 10^{-3}$</td>
<td>$2.0 \times 10^{-4}$</td>
</tr>
<tr>
<td>$A_2$ (m$^2$)</td>
<td>Lognormal</td>
<td>$1.0 \times 10^{-3}$</td>
<td>$1.0 \times 10^{-4}$</td>
</tr>
<tr>
<td>$P_1-P_6$ (N)</td>
<td>Gumbel</td>
<td>$5.0 \times 10^4$</td>
<td>$7.5 \times 10^3$</td>
</tr>
</tbody>
</table>

$$X_i = \Phi^{-1}(F_{Z_i}(Z_i)) \quad , \quad i = 1, \ldots, 10 \quad (54)$$

where $\Phi$ denotes the standard normal cumulative distribution function (CDF) and $F_{Z_i}$ denotes the CDF of $Z_i$. This leads to the following metamodel:

$$Y \equiv V_1(X) \simeq \sum_{\alpha \in \mathcal{A}} a_\alpha \psi_\alpha(X) \quad (55)$$

6.3.2. Sensitivity analysis

Of interest are the total Sobol’ indices of the maximum deflection of the truss structure. Estimates are computed by post-processing PC approximations of the model response. In this respect, sparse metamodels are built up using stepwise regression and LAR with a target accuracy $\varepsilon = 0.01$. Reference results are obtained using crude Monte Carlo simulation ($5, 500, 000$ finite element runs are performed as a whole). In preliminary calculations, one had set the size of the initial experimental design equal to its default value 100. However both sparse metamodels could converge without adding extra points in the design. In order to check if one could reach the target accuracy with less calls to the finite element model, the initial size $N_{ini}$ of the experimental design (resp. the number $N_{add}$ of added points in case of overfitting) is now set equal to 50 (resp. 10). The results are reported in Table 2.

It can be concluded from the Sobol’ indices that the variability of the deflection $v$ is much more sensitive to the variables $E_1$ and $A_1$, than $E_2$ and $A_2$. This makes sense from a physical point of view since the properties of the horizontal bars are more influential on the displacement at midspan than the oblique ones. It can be also observed that the Sobol’ indices associated with $E_1$ and $A_1$ (resp. $E_2$ and $A_2$) are similar. This is due to the fact that these variables have the same type of PDF and coefficient of variation, and that the displacement $v$ only depends on them through the products $E_1 A_1$ and $E_2 A_2$. Finally, the Sobol’ indices reflect the symmetry of the problem, giving similar importances to the loads that are symmetrically applied (e.g. $P_3$ and $P_4$). Greater sensitivity indices are logically attributed to the forces that are close to the midspan than those located at the ends.

Such physically meaningful indices are obtained from the sparse PC expansions at a very low computational cost, say $60 - 70$ model evaluations. Hence the sparse PC approaches provide a huge computational gain factor with respect to Monte Carlo. Stepwise regression and LAR have the same efficiency in this
Table 2

Example #2: Truss structure - estimates of the total Sobol’ indices

<table>
<thead>
<tr>
<th>Variables</th>
<th>Reference</th>
<th>Stepwise</th>
<th>LAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_1</td>
<td>0.388</td>
<td>0.374</td>
<td>0.374</td>
</tr>
<tr>
<td>E_1</td>
<td>0.367</td>
<td>0.378</td>
<td>0.373</td>
</tr>
<tr>
<td>P_3</td>
<td>0.075</td>
<td>0.073</td>
<td>0.073</td>
</tr>
<tr>
<td>P_4</td>
<td>0.079</td>
<td>0.069</td>
<td>0.079</td>
</tr>
<tr>
<td>P_5</td>
<td>0.035</td>
<td>0.036</td>
<td>0.034</td>
</tr>
<tr>
<td>P_2</td>
<td>0.031</td>
<td>0.037</td>
<td>0.037</td>
</tr>
<tr>
<td>A_2</td>
<td>0.014</td>
<td>0.013</td>
<td>0.013</td>
</tr>
<tr>
<td>E_2</td>
<td>0.010</td>
<td>0.014</td>
<td>0.012</td>
</tr>
<tr>
<td>P_6</td>
<td>0.005</td>
<td>0.005</td>
<td>0.004</td>
</tr>
<tr>
<td>P_1</td>
<td>0.004</td>
<td>0.005</td>
<td>0.005</td>
</tr>
</tbody>
</table>

Number of FE runs 5,500,000 60 70
Relative L^2-error 6 × 10^{-3} 5 × 10^{-3}
PC degree 3 3
Index of sparsity 1 76/286 ≈ 27% 76/286 ≈ 27%
Index of sparsity 2 21/76 ≈ 28% 32/76 ≈ 42%

example. Note that a full second-order PC approximation, which would be believed to provide accurate estimates of the sensitivity indices, would require about 2P model evaluations, where P ≡ \binom{10+2}{2} = 66, hence a computational cost twice as large.

6.3.3. Convergence analysis

Adaptive LAR is now compared to the full PC expansions and the stepwise regression method (the degree p of the full representations is successively set equal to 2, 3 and 4). The coefficients are computed by regression using \( N = 2P \) points in the experimental design (quasi-random numbers from the Sobol’ sequence), where \( P \) denotes the PC size. On the other hand, the target accuracy \( \varepsilon_{tgt} \) of the sparse approximations is set equal to \( 10^{-5} \). The convergence rate of both methods is plotted in Figure 9.

As noticed in the case of the Ishigami function in Section 6.2, adaptive LAR appears to be the most efficient approach. In particular, it yields a relative error less than \( 10^{-5} \) using only \( N = 700 \) model evaluations, whereas \( N = 2,000 \) simulations are not sufficient for a full fourth-degree PC expansion to attain such an accuracy.
Figure 9. Truss example - Convergence rates of full and sparse polynomial chaos expansions (quasi-random experimental designs are used)

6.4. Settlement of a foundation

6.4.1. Problem statement

Let us study the problem of the settlement of a foundation on an elastic soil layer showing spatial variability in its material properties, already addressed in [31, 55]. A structure to be founded on this soil mass is idealized as a uniform pressure $P$ applied over a length $2B$ of the free surface (see Figure 10). The soil is modelled as an elastic linear isotropic material. A plane strain analysis is carried out.

![Example #3: Settlement of a foundation - problem definition](image)

The finite element model displayed in Figure 11-a was chosen. The foundation width is equal to 20 m
and the soil mesh width is equal to 120 m. The soil layer thickness is equal to 30 m and its Poisson’s ratio to 0.3. The finite element mesh is made of 448 Q4-elements and 495 nodes.

Figure 11. Example #3: Settlement of a foundation - finite element mesh of the soil layer

6.4.2. Probabilistic model

The Young’s modulus of the soil is considered to vary both in the vertical and the horizontal directions. It is modelled by a two-dimensional homogeneous lognormal random field. Its mean value is set equal to $\mu_E = 50$ GPa and its coefficient of variation is $\delta_E = \sigma_E/\mu_E = 0.3$. The autocorrelation coefficient function of the underlying Gaussian field $N(x, \omega)$ is:

$$
\rho_N(x, x') = \exp \left[ -\frac{\|x - x'\|^2}{\ell^2} \right]
$$

(56)

where $\ell = 15$ m. The Gaussian field $N(x, \omega)$ is discretized using the Karhunen-Loève (KL) decomposition [30]. The problem is then recast as a function of $M$ independent standard Gaussian random variables $\xi = \{\xi_1, \ldots, \xi_M\}^T$. A relative variance error less than 1% is obtained by selecting $M = 38$ random variables. The discretization error over the structure is illustrated by Figure 12.

6.4.3. Average vertical settlement under the foundation

The average vertical displacement $\bar{u}$ under the foundation is of interest. It may be regarded as a random variable denoted by $Y = M(\xi)$ (where $\xi \equiv \{\xi_1, \ldots, \xi_M\}$ is a set of independent standard normal variables) due to the probabilistic assumptions presented in the previous section.

The sensitivity of the average vertical displacement to each eigenmode $\xi_i$ in the Karhunen-Loève expansion of the Young’s modulus is investigated. In this purpose, the total Sobol’ indices of the response are derived by post-processing sparse PC approximations obtained by stepwise regression and LAR.

It appears that both methods provide total Sobol’ indices whose sum is approximately equal to 1. This means that the interaction effects between the eigenmodes are negligible and allows one to treat the total indices as the first-order ones, i.e. as ratios between partial variances and the total variance. The sensitivity indices associated with the 15 first eigenmodes are represented in Figure 13.
LAR appears to be efficient since it makes use of only $N = 200$ runs of the finite element model. In comparison, using a full second-order PC expansion would require performing more than $\binom{M+p}{p} = \binom{38+2}{2} = 780$ model evaluations.

A very fast decay of the importance of the eigenmodes is noticed, with the 5 first eigenmodes explaining more than 90% of the response total variance. This was expected since the model response of interest is an averaged quantity over the domain of application of the load, which is therefore quite insensitive to small-scale fluctuations of the spatially variable random Young’s modulus.

In addition, it appears that only the sensitivity indices corresponding to those eigenfunctions that are symmetric with respect to the vertical axis are non zero, reflecting the genuine symmetry of the problem under consideration. This is made clear by associating the results in Figure 13 with the plot of the 9 first eigenmodes in Figure 14. Accordingly, many coefficients should vanish in the true PC expansion of the model response, hence a very sparse structure. The antisymmetric modes #2, 4, 7 and 8 with respect to the vertical axis have a zero sensitivity index as expected. This shows the small effective dimension of the response in spite of a large nominal dimension $M = 38$. 

Figure 12. Example #3: Settlement of a foundation - Discretization error over the structure of the Young’s modulus random field using a 38-term Karhunen-Loève expansion
6.5. Example #4 - Bending of a simply supported beam

6.5.1. Problem statement

We now investigate a problem of very low effective dimension in spite of a particularly large number of random input variables. In this purpose, let us consider the elastic beam bending problem depicted in Figure 15. The beam is simply supported and subjected to an uniformly distributed load. In this study, the beam length is set equal to 3 m and its moment of inertia to $0.8 \times 10^{-5}$ m$^4$. The applied pressure is equal to 13 MPa. The finite element mesh is made of 100 beam elements. The maximum deflection $U_{\text{max}}$ of the structure is the output of interest.

The Young’s modulus of the beam is modelled by an homogeneous lognormal random field. Its mean value is set equal to $\mu_E = 210$ MPa and its coefficient of variation is $\delta_E = \sigma_E / \mu_E = 20\%$. The autocorrelation coefficient function of the underlying Gaussian field $N(x, \omega)$ is:

$$\rho_N(x, x') = \exp\left[\frac{-|x - x'|}{\ell}\right]$$

(57)

where $\ell = 0.5$ m. The Gaussian field $N(x, \omega)$ is discretized using the Karhunen-Loève decomposition, which allows one to recast the problem as a function of $M$ independent standard Gaussian random variables $\xi = \{\xi_1, \ldots, \xi_M\}^T$. A relative variance error of about 1% is obtained by selecting $M = 100$.
random variables. The discretization error along the beam length is illustrated in Figure 16. The maximum deflection may thus be regarded as a random variable denoted by \( Y = M(\xi) \).

6.5.2. Statistical moments of the maximum deflection

The statistical moments of the response are now considered. Reference results are obtained using crude Monte Carlo simulation of the problem with 10,000 samples. In addition, 95%-confidence intervals of the skewness and kurtosis coefficients have been computed by bootstrap using 1,000 replicates. On the other
hand, two sparse PC expansions based on LAR are post-processed, namely the one used for sensitivity analysis in the previous section ($\varepsilon_{tgt} = 0.01$) and a more accurate approximation with $\varepsilon_{tgt}$ set equal to 0.001. The results are gathered in Table 3.

Table 3
Example #4: Beam bending - Estimation of the four first statistical moments

<table>
<thead>
<tr>
<th></th>
<th>Reference</th>
<th>LAR - $\varepsilon_{tgt} = 0.01$</th>
<th>LAR - $\varepsilon_{tgt} = 0.001$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (mm)</td>
<td>2.83</td>
<td>2.81</td>
<td>2.83</td>
</tr>
<tr>
<td>Standard Deviation (mm)</td>
<td>0.37</td>
<td>0.36</td>
<td>0.36</td>
</tr>
<tr>
<td>Skewness</td>
<td>[0.38 ; 0.52] †</td>
<td>0.30</td>
<td>0.41</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>[3.12 ; 3.70] †</td>
<td>3.09</td>
<td>3.30</td>
</tr>
<tr>
<td>Number of FE runs</td>
<td>10,000</td>
<td>200</td>
<td>1,200</td>
</tr>
<tr>
<td>Error estimate</td>
<td>$10^{-3}$</td>
<td>$4 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>PC degree</td>
<td>3</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Number of PC terms</td>
<td>10</td>
<td>246</td>
<td></td>
</tr>
<tr>
<td>Index of sparsity $IS_1$</td>
<td>$2 \times 10^{-3}$</td>
<td>$3 \times 10^{-6}$</td>
<td></td>
</tr>
<tr>
<td>Index of sparsity $IS_2$</td>
<td>7%</td>
<td>4%</td>
<td></td>
</tr>
</tbody>
</table>

† 95%-confidence intervals obtained by bootstrap

The sparse PC approximation associated with $\varepsilon_{tgt} = 0.01$ provides accurate estimates of the second...
moments of the response at a low computational cost. However the estimates of the third and fourth moments are outside the 95%-confidence intervals. In contrast, the metamodel associated with $\varepsilon_{tgt} = 0.001$ yields estimates which lie inside these intervals, at the computational cost of 1,200 model evaluations. In comparison, a full second-order expansion would contain $P(\binom{100+2}{2}) = 5,151$ terms and would thus require about $2P \approx 10,000$ finite element runs in order to get accurate results, hence a computational cost multiplied by 10 compared to the LAR approach. Note that a simple full first-order expansion could not provide satisfactory estimates of the skewness and kurtosis coefficients $\gamma_Y$ and $\kappa_Y$, since it corresponds to a Gaussian approximation which would yield the estimates $\hat{\gamma}_Y = 0$ and $\hat{\kappa}_Y = 3$.

6.5.3. Sensitivity analysis of the maximum deflection

The sensitivity of the maximal deflection to each eigenmode $\xi_i$ in the Karhunen-Loève expansion of the Young’s modulus is investigated. In this purpose, the total Sobol’ indices of the response are derived by post-processing a sparse PC approximation obtained by LAR. Indeed, this method revealed efficient in the previous example which also involved a Karhunen-Loève (KL) expansion of a Young’s modulus random field. The target accuracy $\varepsilon_{tgt}$ is set equal to 0.01. The sparse PC approximation could be determined using only 200 finite element runs, which is especially low since a full second-order PC representation contains 5,151 terms. The estimates of the total Sobol’ indices of the 20 first KL eigenmodes are depicted in Figure 17. As expected, a dramatically fast decay of the sensitivity indices is observed. In addition, exactly as for the previous example, only the symmetric modes are non zero. For the sake of clarity, the four first KL eigenmodes are plotted in Figure 18. Thus it appears that more that 99.7% of the variance of the maximum deflection is explained by the eigenmodes #1 and #3.

Therefore, one considers now a crude KL expansion of the Young’s modulus random field that contains only 3 terms. The corresponding average variance error of discretization is quite large, say about 25%. Thus the maximal deflection $U_{max}$ is approximated by a LAR-based sparse PC expansion featuring 2 standard normal random variables. The target accuracy is $\varepsilon_{tgt} = 0.001$. As the required number of model evaluations is expected to be small, one uses a sequential experimental design of initial size $N_{ini} = 10$, and the number of additional points when detecting overfitting is $N_{add} = 10$.

The adaptive LAR procedure converges at the cost of only $N = 40$ runs of the model. The obtained sparse PC approximation contains $P = 18$ terms, and its degree is $p = 5$. The estimate of the approximation error (corrected leave-one-out error) is equal to $2 \times 10^{-4}$. The second moments of the maximal deflection are estimated again from this reduced model. The estimates of the mean and the standard deviation are respectively 2.81 and 0.36 mm. These results are as accurate (comparing with the reference values) as those obtained from the “fine” KL discretization ($M = 100$ terms) using $N = 200$ model.
evaluations, hence a computational gain factor greater than 5.

7. Conclusion

In this paper, a method is proposed to build iteratively a polynomial chaos (PC) expansion of the random response of a model with random input parameters. It is based on an efficient algorithm for variable selection in statistics, namely Least Angle Regression (LAR). The procedure provides a set of less and less sparse solutions (i.e. sets of coefficients) to the approximation problem. The experimental design (ED) employed for this purpose is systematically enriched so that the overfitting phenomenon is avoided. Quasi-random designs are employed to this end. The optimal LAR solution is then obtained using a simplified cross validation scheme.

The iterative procedure is first tested on an analytical function of three random variables. It is shown that the sparse PC expansions which are produced by the algorithm can reach any prescribed accuracy, illustrating the heuristic convergence of the proposed scheme. Moreover, the proposed procedure noticeably overperforms the classical strategy based on full PC expansions in terms of accuracy and efficiency. Then the method is tested on three finite element structural models. The first problem involves 10 ran-
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Figure 18. Example #4: Beam bending - Four first eigenmodes of the Karhunen-Loève decomposition of the spatially variable Young’s modulus
dom variables, whereas the other ones feature respectively 38 and 100 random variables arising from the discretization of an input random field. These examples reveal the sparsity of the model responses under consideration, hence the significant computational gain provided by the proposed scheme compared to full PC expansions. Moreover, adaptive LAR outperformed the stepwise regression algorithm proposed in [20, 21], and can thus be regarded as an alternative to the latter.

The proposed method may be optimized by automatically updating the parameter $q$ of the truncating norm when running the algorithm. Moreover, the computational cost could be dramatically reduced by integrating an iterative discretization of the random fields into the proposed algorithms. Such an approach can be viewed as a non intrusive version of the so-called Generalized Spectral Decomposition method introduced in [6]. The investigation of a suitable algorithm for adding progressively the random variables into the metamodel is in progress.
Appendix A. Discussion of non intrusive techniques to compute the PC coefficients

Various non intrusive schemes have been described for estimating the PC coefficients. Stochastic collocation [14, 13] and quadrature [56] are attractive methods since they rely upon well-established mathematical results in order to select optimal points in the experimental design. In the authors’ opinion, quadrature should be preferred to stochastic collocation in practice since:

- the computational manipulation of multivariate Lagrange polynomials is cumbersome [57];
- quadrature is based on an explicit representation in a PC basis, which allows straightforward post-processing (e.g. second moments and sensitivity indices).

The original tensor-product quadrature approach generally suffers the curse of dimensionality since the required number of model evaluations is given by $N = n^M$. To bypass this issue, one rather uses Smolyak quadrature [58] which leads to the following computational cost in high dimensions:

$$N \sim \frac{2^p}{p!} M^p, \quad M \to \infty$$  \hspace{1cm} (A.1)

On the other hand, an asymptotic equivalent of the number of terms in a PC expansion of degree $p$ is obtained by:

$$P = \binom{M + p}{p} \sim \frac{1}{p!} M^p, \quad M \to \infty$$  \hspace{1cm} (A.2)

Hence the ratio $N/P$ tends to the factor $2^p$ for large $M$. The Smolyak construction has been labelled optimal in [59] insofar as this quantity does not depend on $M$. However the computational cost may be important if a great accuracy of the PC expansion (i.e. a large $p$) is required.

Regression appears to be a relevant approach in order to reduce the number of model evaluations. Indeed, many studies show that a number of model evaluations given by $N = kP$ with $k = 2, 3$ often provides satisfactory results. In particular, good empirical results have been obtained in [11, 37] in the context of non intrusive stochastic finite elements. A limitation of the method lies in the problem of selecting the points in the experimental design though. It is worth mentioning that an algorithm has been devised in [12] to select a minimum number of roots of orthogonal polynomials in the design. Random designs may be also employed, which allows the derivation of statistical properties of the PC coefficients estimators [60]. Thus it is shown that regression should outperform simulation provided that a sufficiently accurate PC expansion (i.e. a large enough degree $p$) has been chosen.

Indeed, even if both the regression and simulation estimates converge at the (slow) rate $N^{-1/2}$, their associated constants are respectively given by $\mathbb{E} [\psi_\alpha^2(X) \varepsilon^2(X)]$ and $\mathbb{E} [\psi_\alpha^2(X) M^2(X)]$, where $\varepsilon(X)$ denotes the remainder of the PC series [60]. Thus the regression estimates have typically a much smaller error than their simulation counterparts provided that the remainder $\varepsilon(X)$ is “small”. Moreover, just as for simulation, the convergence rate of the regression estimates should be noticeably improved by using a more efficient sampling scheme than Monte Carlo, such as quasi-random sequences [50].
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