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Abstract. Sepsis is a common clinical syndrome at the intensive care unit (ICU). This condition may lead to severe sepsis, or to a more severe state of septic shock and multiorgan failure, which entails a substantial risk of death. The extreme real-time demands of the ICU require informed decision making on the basis of the available evidence, and such decision making can be supported by semi-automated methods for quantitative mortality prediction. These methods should be robust and feasible within the constraints of the domain. In this paper, we describe a novel sepsis mortality prediction method that first embeds the available data in a suitable feature space, and then uses algorithms based on linear algebra, geometry and statistics for inference. A simplified version of the Fisher kernel (practical Fisher kernel for multinomial distributions) as well as a novel kernel, namely the Quotient Basis Kernel (QBK), are defined and used as the basis for mortality prediction using soft-margin support vector machines. The results compare favorably with those obtained using alternative kernels and the standard clinical prediction method based on the basal SAPS score.

1. Introduction

Sepsis is a clinical syndrome defined by the presence of both infection and Systemic Inflammatory Response Syndrome (SIRS). This condition may lead to severe sepsis, which implies organ dysfunction, or to an even more severe state: septic shock and multiorgan failure [Ame92, Lev03]. This pathology has followed a clear upwards trend over the last 20 years, reaching 300,000 cases per year only in the United States of America. This figure is likely to grow as the population ages and treatment becomes more aggressive [Ang01, Mar03]. In western health systems, septic patients account for as much as 25% of bed utilization at the Intensive Care Unit (ICU) and the pathology occurs in 1% - 2% of all hospitalizations. The mortality rates of sepsis are very high, ranging from 12.8% for sepsis to 45.7% for the most severe septic shock [Est07].

These figures justify by themselves the need for a quantitative approach to mortality prediction due to sepsis at the ICU. The extreme demands of this
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clinical environment further require prediction methods that are both robust and feasible within its constraints.

In this paper, we describe a novel sepsis mortality prediction method that first embeds the available data in a suitable feature space, and then uses algorithms based on linear algebra, geometry and statistics for inference. More specifically, we present a novel kernel for multinomial distributions, namely the Quotient Basis Kernel (QBK), which is based on the reparametrization of the input space through algebraic geometry and algebraic statistics. This kernel can be efficiently modelled algebraically by means of the regular exponential family. In addition, we present a generative approach that exploits the inner structure of our data in order to build a set of efficient closed-form kernels that are best suited for the multinomial distribution.

The QBK is the result of calculating the covariance of the design matrix of a Gröbner basis. In this paper, we hypothesize that the QBK is particularly well suited for the problem at hand because not only does it exploit the inner structure of the data (i.e., it is generative), but it also provides a geometric representation framework that accounts for the inner dependencies between its inputs [Gig00] (maximum/minimum Sequential Organ Failure Assessment (SOFA) and Simplified Acute Physiology Score (SAPS) scores) and represents them as polynomial terms. It has also been shown that such a representation is very closely related to graphical models [Pac05] in such a way that these kernels could be considered as open-box methods.

The performance of the proposed QBK method in the prediction of mortality due to sepsis is compared, using soft-margin Support Vector Machines (SVM), to those obtained with a number of alternative kernels. It is also compared to a standard method used in clinical practice that is based on the basal SAPS score [Le 84] (i.e. through the automatic selection of a threshold).

The remaining of the paper is organized as follows. Section 2 presents the database used in this study along with the two main indices that shall be used for mortality prediction: the SOFA and SAPS scores. In section 2, we describe a simplified version of the Fisher kernel for multinomial families. This section also provides an overview of the kernels based on the Jensen-Shannon metric [Aga11] with a special emphasis on a reparametrization of the log-Laplace transform term of a regular exponential family. This section closes with the formal definition of the novel QBK and a short overview of SVMs. In section IV, we show the experimental prediction results for each different kernel as well as their comparison with standard mortality prediction from the basal SAPS score.

In normal clinical practice, while treating sepsis and its more severe manifestations, clinicians are often forced to catch up with the pathology. They are treating severely ill patients at later stages of illness. Many of these may be suffering from a combination of chronic and acute disease.
Illness scoring systems are commonplace at the ICU. The rationale for using these systems in a clinical environment is to ensure that the increased complexity of disease in patients currently being treated is consistently represented and assessed. A specific goal of severity scoring systems is to use the representative attributes of these patients to describe the relative risks they face and to identify where the patient can be located along the continuum of illness severity.

It is increasingly being recognized that the ultimate goal of severity scoring can be more than just obtaining an overall figure representing the degree of physiologic disturbance. Severity scoring can be used in conjunction with other risk factors such as disease aetiology to anticipate and estimate outcomes such as ICU mortality. These estimates can be calculated at the time a patient presents for care or for entry into a clinical trial. Therefore, they can serve as a pre-treatment protocol. They can also be updated during the course of therapy, thereby describing the course of illness and providing an alternative for the evaluation of response.

This study uses the MIMIC database [SLRM02] [GAG+00] for studying sepsis with different generative kernel methods. The MIMIC study was approved by the Institutional Review Boards of Beth Israel Deaconess Medical Center (Boston, MA) and the Massachusetts Institute of Technology (Cambridge, MA). Requirement for individual patient consent was waived as the study did not impact clinical care and all data were de-identified.

The database was queried for septic patients and yielded 2,002 entries. In the experimental work reported next, we investigate the prognosis of sepsis from the Simplified Acute Physiology Score for ICU Patients (SAPS) and Sequential Organ Failure Assessment (SOFA) scores at admittance, as well as from its worst and best values (i.e. maximum and minimum) during ICU stay. The mortality rate for this study was 21.51%. Table 1 shows summary values for each of the variables considered in this work.

1.1. Sequential Organ Failure Assessment Score (SOFA). In 1994, the European Society of Intensive Care Medicine (ESICM) [Vin96] organized a consensus meeting in Paris to create the SOFA Score, with the aim of objectively and quantitatively describing the degree of organ dysfunction/failure over time in groups of patients or even individuals. Its two main applications are:

1. Improving the understanding of the natural history of organ dysfunction/failure and the interrelation between the failure of various organs / systems.
2. Assessing the effect of new therapies on the course of organ dysfunction/failure. This could be used to characterize patients at admission in the ICU (and even serve as an ICU entry criterion\(^1\)), or to evaluate treatment efficacy.

\(^1\)In this regard, during the 2010 flu pandemic in Australia, patients were admitted in the ICU with a maximum SOFA score of 7.
Table 1. SOFA/SAPS I at admission in the ICU and its maximum and minimum values during ICU stay presented as median (interquartile range)

<table>
<thead>
<tr>
<th>SOFA/SAPS</th>
<th>median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOFA admiss.</td>
<td>8 (7)</td>
</tr>
<tr>
<td>SOFA min.</td>
<td>3 (4)</td>
</tr>
<tr>
<td>SOFA max.</td>
<td>9 (8)</td>
</tr>
<tr>
<td>SAPS I admiss.</td>
<td>16 (8)</td>
</tr>
<tr>
<td>SAPS I min.</td>
<td>11 (6)</td>
</tr>
<tr>
<td>SAPS I max.</td>
<td>18 (9)</td>
</tr>
</tbody>
</table>

Originally, the SOFA score was not designed to predict outcome (mortality) but to describe a series of complications on the critically ill. Although any assessment of morbidity is related to mortality to some extent, the SOFA score was not designed just to describe organ dysfunction/failure according to mortality. However, and as described elsewhere [Rib12], SOFA scores greater than 7 have important ICU outcome prediction capabilities. Moreover, when combined with additional parameters, it provides a very powerful set of predictors not only for outcome assessment but also for the study of the evolution of sepsis into its more severe states.

The SOFA limits the number of organs/systems under study to six, namely: Respiratory (inspiration air pressure), Coagulation (Platelet Count), Liver (Bilirubine), Cardiovascular (Hypotension), Central Nervous System (Glasgow Coma Score), Renal (Creatinine or Urine Output). The scoring for each organ/system ranges from 0 for normal function to 4 for maximum failure/dysfunction. The final SOFA score is the addition of the dysfunction indexes for all organs/systems. Therefore, the maximum possible SOFA score is 24, corresponding to maximum failure for all of the six organs/systems considered.

From a clinical perspective, a SOFA score greater than 1 corresponds to Multiple Organ Dysfunction Syndrome (MODS), while Cardiovascular SOFA scores greater than 2 correspond to Septic Shock. Normally, SOFA scores are calculated at ICU admission. However, daily calculations of SOFA scores (Dynamic SOFA) [Lev05] [Kaj05] provide valuable information about organ dysfunction evolution and prognosis. In order to expedite the calculation of the Gröbner bases presented below, the input values for SOFA have been transformed into deciles before calculating all kernels.

1.2. Simplified Acute Physiology Score for ICU Patients (SAPS). The SAPS uses 14 routinely measured biologic and clinical variables [Le 84] to develop
a simple scoring system for the calculation of the risk-of-death (ROD) in ICU patients. Each variable is assigned a range from 0 to 4 (i.e. the score ranges from 0 to $14 \times 4 = 56$).

It has been reported that SAPS presents sensitivity and specificity of 0.69 for a cutoff value of 12 [Le 84] and a general population (i.e. for a population with a broader pathology base than sepsis). This score has been recently updated [Le 05], [MMA+05a] and [MMA+05b], but the version used in this paper is the only publicly available one for research purposes. This is also the version made available by the MIT team that built the MIMIC II database [SLRM02]. As for the SOFA scores, the input values for SAPS have been transformed into deciles before calculating all kernels.

2. Methods

In this section, we start by defining a regular exponential family. This representation is particularly useful since its properties result in the simplification of the Fisher kernel for multinomial families. It is just the distance to the mean between the sufficient statistics of the underlying regular exponential family. The likelihood function of regular exponential family can be reparameterized through algebraic geometry. Another interesting property of regular exponential families is that they allow a convex dual in the Legendre sense, which corresponds to the negative Entropy. This convex-dual shall be used later as the building block of the Jensen-Shannon metric that will be used in the kernels derived from this metric. Finally, we present the QBK, which is the main contribution of this paper. This kernel is defined as the covariance of the design matrices obtained from a Gröbner basis, which are a generative basis of a polynomial ideal.

2.1. Fisher kernel for Exponential Families. Consider the sample space $\mathcal{X}$ with $\sigma$-algebra $\mathcal{A}$ on which a $\sigma$-finite measure $\nu$ is defined. Let $T: \mathcal{X} \to \mathbb{R}^k$ be a measurable map [Drt07]. Define the natural parameter space:

\begin{equation}
N = \left\{ \eta \in \mathbb{R}^k : \int_{\mathcal{X}} e^{\eta T(x)} d\nu(x) < \infty \right\}.
\end{equation}

For $\eta \in N^k$, we can define a probability density $p_\eta$ on $\mathcal{X}$ as

\begin{equation}
p_\eta(x) = e^{\eta T(x) - \phi(\eta)},
\end{equation}

where

\begin{equation}
\phi(\eta) = \log \int_{\mathcal{X}} e^{\eta T(x)} d\nu(x)
\end{equation}

is the logarithm of the Laplace transform on $\nu^t$. Here $t$ denotes matrix/vector transpose. Let $P_\theta$ be the probability measure on $(\mathcal{X}, \mathcal{A})$ that has $\nu$-density $p_\eta$. Define $\nu^t = \nu \circ T^{-1}$ to be the measure that the statistic $T$ induces on the Borel $\sigma$-algebra of $\mathbb{R}^k$. The support of $\nu^t$ is the intersection of all closed sets $A \subseteq \mathbb{R}^k$ that satisfy $\nu^t(\mathbb{R}^k \setminus A) = 0$. 
**Definition 1.** Let $k$ be a positive integer. The probability distributions $(P_{\eta}|\eta \in N)$ form a regular exponential family of order $k$ if $N$ is an open set in $\mathbb{R}^k$ and the affine dimension of the support $\nu^t$ is equal to $k$. The statistic $T(x)$ that induces the regular exponential family is called a canonical sufficient statistic.

Let $P = (P_{\eta}|\eta \in N)$ be a regular exponential family with canonical sufficient statistic $T$. If we draw a sample $X_1, \ldots, X_n$ of independent random vectors from $P_{\eta}$, then, the canonical statistic becomes $\sum_{i=1}^n T(X_i) = n\bar{T}_x$ and the log likelihood function takes the form

\[
(4) \quad l(\eta|\bar{T}) = n(\eta^t\bar{T} - \phi(\eta))
\]

**Definition 2** (Score Function). The Score Function is the gradient

\[
(5) \quad U(\bar{T}, \eta) = \frac{\partial l(\eta|\bar{T})}{\partial \eta} = n\bar{T} - \frac{\partial}{\partial \eta} \phi(\eta)
\]

By construction of the cumulant generative function $\phi(\eta)$, we have $\zeta(\eta) = \frac{\partial}{\partial \eta} \phi(\eta)$, which is the expectation of our regular exponential family.

The information matrix is (minus) the Hessian of the log-likelihood. In this case, it is also the Fisher or expected information, since it does not depend on $X$:

\[
(6) \quad \text{cov}(U(\bar{T}, \eta)) = n \frac{\partial^2}{\partial \eta^2} \phi(\eta) = E_{\eta}\left\{(n\bar{T} - \zeta(\eta))(n\bar{T} - \zeta(\eta))^t\right\}
\]

**Definition 3** ([Cri00] Fisher kernel). The Fisher kernel for a regular exponential family is defined as:

\[
(7) \quad k(x, z) = U(\bar{T}_x, \eta)\text{cov}(U(\bar{T}, \eta))^{-1}U(\bar{T}_z, \eta)
\]

where $T_x$ and $T_z$ are the sufficient statistics estimated on $x$ and $z$.

In most cases, the implementation of the Fisher kernel is computationally expensive so that, often, the following simplified (practical) Fisher kernel is implemented

**Definition 4** ([Cri00] Practical Fisher kernel).

\[
(8) \quad k(x, z) = U(\bar{T}_x, \eta)U(\bar{T}_z, \eta)^t
\]

where $T_x$ and $T_z$ are the sufficient statistics estimated on $x$ and $z$.

Intuitively, the Fisher kernel is a function that measures the similarity of two objects on the basis of sets of measurements for each object and a statistical model. In a classification procedure, the class for a new object (whose real class is unknown) can be estimated by minimising, across classes, an average of the Fisher kernel distance from the new object to each known member of the given class. For multinomial families, the Fisher kernel for exponential families is
quite simple since it only requires the calculation of the distance towards the mean as shown in algorithm 1.

Algorithm 1 Pseudocode of the Practical Fisher kernel for Multinomial Distributions

Input: \( x \) and \( z \)
Output: Fisher kernel \( k(x,z) \)
\[
\mu_X \leftarrow \text{mean}(x)
\]
\[
\mu_Z \leftarrow \text{mean}(z)
\]
for \( i = 1 \cdots N_x \) do
  for \( j = 1 \cdots N_x \) do
    \[
k_{i,j} \leftarrow (T_{x_i} - \mu_x)(T_{z_j} - \mu_z)^t \}
    \{\text{Product of distances of each point to their mean}\}
  end for
end for

2.2. Kernels based on the Jensen-Shannon metric. For maximum likelihood estimation on a regular exponential family \( P_M = (P_\eta, \eta \in M), M \subseteq N \), we need to maximize \( l(\eta|\bar{T}) \) over the set \( M \). Let \( A \) and \( g \) be the semi-algebraic set and the diffeomorism that define the parameter space \( M \). Let \( I(A) = (f_1, \ldots, f_m) \) be the ideal of model invariants and let \( \gamma = g(\eta) \) the parameters after re-parametrization by \( g [\text{Drt07}] \). Then, the maximization problem can be relaxed to

\[
\max \ l(\gamma|\bar{T})
\]
subject to \( f_i = 0 \) \( i = 1, \ldots, m \),

where \( l(\gamma|\bar{T}) = g^{-1}(\gamma)^t\bar{T} - \phi(g(\gamma)^{-1}) \). In our case, we work with the probability simplex as a semi-algebraic set \([\text{Drt07}]\) for discrete random variables, which is a convex polyhedron in any dimension. Therefore, the optimization problem (9) is convex. It is important to note that this algebraic representation agrees with the standard theory and it can be represented as a Bregman divergence as we will show below.

Let \( F \) be the convex-dual in the Legendre sense of the partition function \( G \). A Bregman divergence is defined as:

Definition 5. \([\text{Aga11}]\) Bregman divergence

\[
B_F(\bar{T}||\nabla\phi(g^{-1}(\gamma_i))) = F(\bar{T}) - F(\nabla\phi(g^{-1}(\gamma_i)))
- \nabla F(\nabla\phi(g^{-1}(\gamma_i))) \cdot (\bar{T} - \nabla\phi(g^{-1}(\gamma_i))).
\]

By the Legendre dual we have

\[
F(\nabla\phi(g^{-1}(\gamma))) = \nabla\phi(g^{-1}(\gamma))g^{-1}(\gamma) - \phi(g^{-1}(\gamma))
\]
Also, $F$ and $G$ are Legendre functions if their derivatives are inverse functions of each other (i.e. $\nabla F(\nabla \phi(g^{-1}(\gamma))) = g^{-1}(\gamma)$). Since $F(T)$ does not depend on the parametrization, our optimization problem becomes:

$$\max l(\gamma | \hat{T}) = \max \left\{ F(\hat{T}) - \sum_{i=1}^{m} B_F(\hat{T} \| \nabla \phi(g^{-1}(\gamma_i))) \right\}$$

$$= \min \left\{ \sum_{i=1}^{m} B_F(\hat{T} \| \nabla \phi(g^{-1}(\gamma_i))) \right\}$$

$$\text{s.t. } f_i = 0 \text{ for } i = 1, \ldots, m \quad (12)$$

In this respect, we can apply the idea that given new facts $x_k$, a new distribution parametrized by $\eta_i$ should be chosen which is as hard to discriminate from the original parametrization $\eta$ as possible, so that the new data produces as small an information gain in $KL(\eta_i \| \eta)$ or $B_F(\hat{T} \| \nabla \phi(g^{-1}(\gamma_i)))$ as possible \footnote{KL is a Bregman divergence}. In other words, what we want to achieve is the minimum of the cross-entropy. This approach was already exploited by Kullback and Leibler in [Kul51] and termed it Principle of Minimum Discrimination Information (MDI).

Therefore, it is now natural to use the Jensen-Shannon divergence\footnote{remember that the KL divergence is not a metric} as a metric in order to build kernels that exploit the generative properties of the data. As opposed to [Aga11], the main contribution here is that we are bridging together the use of semi-algebraic sets (which are needed for the parametrization) and the dual structure induced by the diffeomorphism $g$ that re-parametrizes the optimization problem.

Now, we only have to apply the Jensen-Shannon metric over the dual space. More particularly,

**Definition 6.** [Aga11] [Ber84] [I.J38] Let $\gamma_1, \gamma_2 \in M$:

$$JS(\gamma_1, \gamma_2) = \frac{F(\gamma_1) + F(\gamma_2)}{2} - F\left(\frac{\gamma_1 + \gamma_2}{2}\right) \quad (13)$$

**Proposition 1.** [Aga11] [Ber84] [I.J38] centred kernel let $x_0 \in X$ define the centred kernel as $\psi: X \times X \to \mathbb{R}$

$$\psi(x, y) = JS(x, x_0) + JS(y, x_0) - JS(x, y) - JS(x_0, x_0). \quad (14)$$

**Proposition 2.** [Aga11] [Ber84] [I.J38] exponentiated kernel we define the exponentiated kernel as $\psi: X \times X \to \mathbb{R}$

$$\psi(x, y) = \exp\left(-tJS(x, y)\right) \quad \forall t > 0 \quad (15)$$
Proposition 3. [Aga11] [Ber84] [LJ38] inverse kernel we define the inverse kernel as
\[
\psi: X \times X \to \mathbb{R}
\]
\[
\psi(x, y) = \frac{1}{t + JS(x, y)}
\]
\[\forall t > 0.\]

It is obvious that the most important part to calculate the kernels outlined above is the calculation of the Jensen-Shannon metric in dual-space. The pseudocode to implement this metric is provided in algorithms 2 and 3.

Algorithm 2 Pseudocode for the computation of the Jensen-Shannon Metric for Multinomial Distributions

Input: \(x\) and \(z\)

Output: Dual \(JS(\gamma_i, \gamma_j)\)

for \(i = 1 \cdots N_x\) do
  for \(j = 1 \cdots N_z\) do
    \(\gamma_1 \leftarrow x(i, :)
    \(\gamma_2 \leftarrow z(j, :)
    
    \text{Compute the duals } F \text{ (see algorithm 3)}
    
    JS(\gamma_i, \gamma_j) \leftarrow \frac{F(\gamma_i) + F(\gamma_j)}{2} - F\left(\frac{\gamma_i + \gamma_j}{2}\right) \{\text{Compute JS from Duals}\}
  
end for
end for

Algorithm 3 Pseudocode to Compute Duals for Multinomial Distributions

Input: Vector \(\gamma_x\)

Output: Dual \(F(\gamma_x)\)

\(N = \sum \gamma_x\)

\(F \leftarrow \gamma_x \log(\frac{\gamma_x}{N})\)

2.3. Quotient Basis Kernel. In this section we present the definition of algebraic models as given in [PRW01], where inputs are denoted by \(x\), responses or outputs are denoted by \(y\), parametric functions denoted by \(\eta\) or functions of \(\eta\). These are related by polynomial algebraic relations, possibly implicit. Another feature of this definition is that constraints of polynomial type can be included in the specification of the model. Implicit models and the introduction of constraints can lead to the use of dummy variables.

The parameters of the model as interpreted in statistics are functions of any form with the restriction that they belong to a specified field. For example, \(\mathbb{Q}(\eta_1, \ldots, \eta_p)\) is the set of all rational functions in \(\eta_1, \ldots, \eta_p\) with rational coefficients. Another example is \(\mathbb{Q}(e_1^0, \ldots, e_p^0)\) the set of all exponential rational...
functions. Parameters are treated as unknown quantities and in most cases appear in linear form. The algebraic space used is the commutative ring of all polynomials \( K[x_1, \ldots, x_s] \) in the indeterminates \( x_1, \ldots, x_s \) and with coefficients in the field \( K \) (in our case \( \mathbb{R} \)).

For a given initial ordering, a term is specified by the vector of length \( s \) of its exponents. Therefore \( \text{Term}\{s\} \) is coded by \( \mathbb{Z}_+^s \) [PRW01] (set of positive integers).

When the indeterminates are indexed from 1 to \( s \) so that \( x_1, \ldots, x_s \), it is convention to consider an initial ordering \( x_i \succ x_{i+1} \) \( \forall i = 1 \ldots s - 1 \).

**Definition 7** (Polynomial Ideal). (1) A polynomial ideal \( I \) is a subset of a polynomial ring \( K[x] \) closed under sum and product by elements of \( K[x] \).

Specifically the set \( I \subset K \) is an ideal if \( \forall f, g \in I \) and \( s \in K \) the polynomials \( f + g \) and \( sf \) are in \( I \).

(2) Let \( F \) be a set of polynomials. The ideal generated by \( F \) is the smallest ideal containing \( F \). It is denoted \( \langle F \rangle \).

(3) An ideal \( I \) is radical if \( f \in I \) whenever a positive integer \( m \) exists such that \( f^m \in I \).

(4) The radical of an ideal \( I \) is the radical ideal defined as \( \sqrt{I} = \{ f \in K : \exists m \mid f^m \in I \} \).

The Hilbert basis theorem ([PRW01]) shows that every ideal has a finite basis. This provides a very powerful result since it means that any ideal is finitely generated (even if the generating set is not necessarily unique). Another powerful result is that this generation basis is of a special type called Gröbner Basis, which we define below. This bases will become essential in the derivation of regression/interpolation polynomials and also for the algebraic derivation of the Fisher and the proposed QBK kernels.

**Definition 8.** [PRW01] Let \( \tau \) be a term ordering on \( K[x] \) and \( f \) a polynomial in \( K[x] \). The leading term of \( f \), \( LT_\tau(f) \) is the largest term with respect to \( \tau \) among the terms in \( f \).

**Definition 9.** [PRW01] Gröbner Basis: Let \( \tau \) be a term ordering on \( K[x] \). A subset \( G = g_1, \ldots, g_t \) of an ideal \( I \) is a Gröbner basis of \( I \) with respect to \( \tau \) iff

\[
\langle LT_\tau(g_1), \ldots, LT_\tau(g_t) \rangle = \langle LT_\tau(I) \rangle
\]

where \( LT_\tau(I) = \{ LT_\tau(f) : f \in I \} \).

**Theorem 1.** [Gig00] [PRW01] Given a term ordering, every ideal \( I \) except \( \{0\} \) has a Gröbner basis and any Gröbner basis is a basis of \( I \).

**Definition 10.** [PRW01] Ideal of a set of support points: Let \( A \) be a set of unique support points \( A = \{a_1, \ldots, a_n\} \). The set \( I(A) \) is the set of all polynomials whose zeros include the points in \( A \).

**Definition 11.** Gröbner basis of unique points [PRW01], [Gig00]: Let \( A \) be a set of \( n \) unique points \( A = \{a_1, \ldots, a_n\} \) and \( \tau \) a term ordering. A Gröbner basis of
$A, G = g_1, \ldots, g_t$, is a Gröbner basis of $I(A)$. Therefore, the points in $A$ can be presented as the set of solutions of

$$
\begin{cases}
g_1(a) = 0 \\
g_2(a) = 0 \\
\vdots \\
g_t(a) = 0
\end{cases}
$$

Let us formally define the Quotient Basis $\text{EST}_\tau$ that shall be used in the algorithm below.

**Definition 12 ([PRW01] Quotient Basis)**. Let $A$, be a set of $n \times s$ unique support points $A = \{a_1, \ldots, a_n\}$ and $\tau$ a term ordering. A monomial basis of the set of polynomial functions over $A$ is

$$\text{EST}_\tau = \{ x^\alpha : x^\alpha \notin \langle \text{LT}(g) : g \in I(A) \rangle \}$$

This definition states that $\text{EST}_\tau$ comprises the elements $x^\alpha$ that are not divisible by any of the leading terms of the elements of the Gröbner basis of $I(A)$.

**Theorem 2 ([PRW01])**. The set $\text{EST}_\tau$ has as many elements as there are support points.

**Definition 13 (Design Matrix)**. Let $\tau$ be a term ordering and let us consider an ordering over the support points $A = \{a_1, \ldots, a_n\}$. We call design matrix (i.e. $\text{EST}_\tau$ evaluated in $A$) the following $n \times c$ matrix

$$Z = [\text{EST}_\tau]|_A$$

where $c$ is the cardinality of $\text{EST}_\tau$ and $n$ is the number of support points.

**Proposition 4**. The covariance of $Z$,

$$\text{cov}(Z) = E\{(Z - E(Z))(Z - E(Z))^t\}$$

is a kernel.

**Definition 14 (Quotient Basis Kernel (QBK))**. The covariance of the design matrix of $\text{EST}_\tau$, which is a kernel, is the QBK.

The algorithm for the calculation of $\text{EST}_\tau$, which shall be used to calculate our QBK from the design matrix $Z$ is as follows:

1. **Input**: matrix with unique points $A$ and relative frequencies $q$. Without loss of generality this matrix could also be a transformed version of $A$ by means of a kernel.
2. **Define a term ordering $\tau$** (for example lexicographic).
3. **Calculate the ideal of matrix $A$** (definition 12). In our case, this is done with ApCoCoA [CoC].
4. **Calculate the reduced Gröbner Basis $G$** (this can be also calculated with the function IdealOfPoints [ABKR00] in ApCoCoA).
(5) Identify the subset $EST_\tau$ (i.e. identify the sub-set of monomials not divided by $G$).

(6) Let $L$ be the logarithm of the monomials of $EST_\tau$ (i.e. exponents). Write the design matrix $Z = [EST_\tau]|_A$ with the terms of $EST_\tau$.

This algorithm was originally developed for the derivation of interpolation/regression polynomials in [Gig00].

Algorithm 4 Pseudocode of the Quotient Basis Kernel

**Input:** A Input dataset, $x, y$ and $EST_\tau$

**Output:** Quotient Basis Kernel $k(x,y)$

$\mu \leftarrow \text{mean}(A)$

$Z_x \leftarrow [EST_\tau]|_x \{\text{Subs. } x \text{ in the design matrix calculated from } EST_\tau\}$

$Z_y \leftarrow [EST_\tau]|_y \{\text{Subs. } y \text{ in the design matrix calculated from } EST_\tau\}$

$k(x,y) \leftarrow (Z_x - \mu) (Z_y - \mu)^t$

2.4. Overview of Support Vector Machines. In this paper, the performance of the different kernels described in the previous sections (namely Fisher, exponential, inverse, centred, Gaussian, polynomial of order 2, linear and the proposed QBK) is compared in the task of mortality prediction using soft-margin SVM [Cri00]. This technique is well-suited to the structure of the problem at hand, given that the relation of SAPS and SOFA with mortality is not linear. Also, high values of SAPS and SOFA result in a higher ROD probability which means that some patients will survive despite the severity of their illness (i.e. some points will fall in the ‘wrong’ side of the margin boundary). At this stage it is also worth noting that SAPS and SOFA overlap in two variables: blood pressure and central nervous system assessment.

In this approach, the objective is to obtain a hyper-surface separating the training points $x_1, \ldots, x_N$ into two disjoint sets. Soft-Margin SVMs [Cri00] let some points fall on the incorrect side of the margin boundary by introducing a penalty that increases with the distance from this margin (i.e. the greater the misclassification, the bigger the error). This is achieved by solving the following quadratic problem:

$$\arg \max_\alpha \left( \sum_{i=1}^N \alpha_i - \frac{1}{2} \alpha^t H \alpha \right)$$

s.t. $0 < \alpha_i < C$ and $\sum_{i=1}^N \alpha_i y_i = 0.$

where $H_{ij} = y_i y_j k(x_i, x_j)$ and $k(x_i, x_j)$ is a kernel function. The parameter $C$ controls the trade-off between the penalty and the size of the margin. Therefore, it can also be interpreted as a factor controlling the number of support vectors.
3. Results

The performance of the soft-margin SVM with the different kernels listed in the previous section was tested using 10-fold cross-validation to obtain the classifiers, which were evaluated over a stratified test dataset. The latter was obtained by taking 10% out-of-sample data before the cross-validation and was used to evaluate all models. Table 2 shows the results over this test dataset.

<table>
<thead>
<tr>
<th>kernel</th>
<th>Correct Rate</th>
<th>Sens.</th>
<th>Spec</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quotient</td>
<td>80.12%</td>
<td>79.20%</td>
<td>83.15%</td>
<td>81.00%</td>
</tr>
<tr>
<td>Fisher</td>
<td>77.84%</td>
<td>73.09%</td>
<td>81.74%</td>
<td>78.10%</td>
</tr>
<tr>
<td>Exponential</td>
<td>61.33%</td>
<td>57.36%</td>
<td>75.84%</td>
<td>66.69%</td>
</tr>
<tr>
<td>Inverse</td>
<td>61.13%</td>
<td>51.96%</td>
<td>76.33%</td>
<td>67.05%</td>
</tr>
<tr>
<td>Centred</td>
<td>74.29%</td>
<td>72.05%</td>
<td>82.44%</td>
<td>66.99%</td>
</tr>
<tr>
<td>Gaussian</td>
<td>75.33%</td>
<td>73.22%</td>
<td>83.02%</td>
<td>80.27%</td>
</tr>
<tr>
<td>Poly (order 2)</td>
<td>75.11%</td>
<td>72.90%</td>
<td>83.15%</td>
<td>80.60%</td>
</tr>
<tr>
<td>Linear</td>
<td>75.05%</td>
<td>72.87%</td>
<td>82.99%</td>
<td>81.26%</td>
</tr>
</tbody>
</table>

Table 2. Results for SVM with Generative kernels

The QBK is calculated with algorithm 4 and the kernels based on the Jensen Shannon metric are calculated with definitions 1, 2 and 3 from algorithm 2.2. The simplified Fisher kernel is calculated with algorithm 1. The standard linear, Gaussian and polynomial kernels have also been tested. We used Matlab® SVM QP solver as implemented in the BioInformatics and Optimization Toolboxes. The cross-validation experiment (during train and validation) yielded the appropriate values for \( C \) parameters for each kernel. More in particular,
- for the Quotient Basis kernel \( C = 1 \).
- for the Fisher kernel, \( C = 1 \).
- for the kernels based on Jensen-Shannon metric, \( C = 10 \). Besides, the \( t \) parameter for the exponential and inverse kernels was set to a value of 0.2.
- for the Gaussian, linear and polynomial kernels, \( C = 10 \).

Table 2 shows that the QBK consistently yielded the best results in terms of all parameters considered: accuracy, sensitivity, specificity and AUC (which, in a way, summarizes sensitivity and specificity). The Fisher kernel yielded a similar accuracy to the QBK but with lower sensitivity, specificity and AUC. In our study we have not found significant differences in accuracy for the centred, linear, gaussian and polynomial kernels. Finally, the other two kernels based on
the Jensen-Shannon metric (inverse and exponential) yielded the worst results for all parameters considered in this study.

Since we have a significant number of patients, it is possible to evaluate the basal SAPS as a prognostic factor for sepsis. This has been done following the methodology presented in [Le 84] where a threshold is selected to assess whether the patient survives. The work from Le Gall et al. [Le 84] selects a threshold of 12, which yields a sensitivity and specificity of 0.69. In our case, we have automatically selected the threshold that resulted in the maximum accuracy in assessing the risk of death. At this stage, it is important to note that our population is not as general as that presented in [Le 84] since it only comprises septic patients. In our case, the threshold that we have obtained is 19.5 for the basal SAPS score (i.e. SAPS at ICU admittance). This threshold yielded an accuracy of .75, a sensitivity of .51 and a specificity of .81. Despite the fact that the accuracy and specificity are similar to those obtained with our kernels, the resulting sensitivity is quite low. Its poor sensitivity may be the result of the SAPS score including non-sepsis specific clinical traits (for example, the performance of haemocultures, antibiotic administration or vasoactive drug administration [Rib11]). Therefore, a combined approach between SOFA and SAPS makes perfect sense for our population and the problem of assessing risk of death.

4. DISCUSSION

Sensitivity and specificity are important measures of performance for the task of mortality prediction for septic patients. This is due to the fact that more aggressive treatment and therapeutic actions may result in better outcomes for high-risk patients.

The SVMs in the experiments reported in this paper were trained with eight different kernels, out of which five were generative and the other three were kernels that were considered well-suited to the problem at hand. The investigated kernels have been, overall, shown to provide accurate and medically actionable results, whilst keeping an acceptable balance between the different parameters of interest (accuracy rate, sensitivity, specificity and AUC).

The new kernels proposed in the study, QBK and simplified Fisher kernel, respectively defined through the Gröbner basis of an algebraic ideal and the sufficient statistics of a regular exponential family have been shown to outperform not only the alternative kernels, but also the clinical standard method based on the SAPS score in the problem of mortality prediction for septic patients.

The Fisher kernel has been derived by means of a combination of Algebraic Models and well established properties from the regular exponential families. To the best of our knowledge the simplified Fisher kernel presented in this paper is a non-obvious result of the application of regular exponential families for the definition of kernels.
Even though the QBK yields the best results in terms of accuracy and balance between sensitivity and specificity a word of caution must be given regarding the computation time of this kernel. For high-dimensional datasets or very big input matrices, the calculation of a Gröbner basis can be very time-consuming. Therefore, for large datasets we propose to use the simplified Fisher kernel proposed here.
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