Evolutionary algorithms based on probabilistic modeling do not use genetic operators anymore. Instead, they learn a probabilistic model and create new population of potential solutions by sampling from this model. This paper presents some results of an empirical comparison of this type of evolutionary algorithm using various marginal probability models (three types of histograms and gaussian mixture) in continuous domain. We found that the equi-height histogram and max-diff histogram are the winners for the type of evaluation functions considered here, although the mixture of gaussians offers several good features.
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1 Introduction

Evolutionary algorithms (EA) are known as widely usable, robust optimization and search tool which found its applications in many areas (science, industry, etc.). They search the space of possible solutions on the basis of perturbations of good solutions, and/or on the basis of combining (usually two) good solutions together. In most cases, they take only one or two individuals to produce new, hopefully better, individuals. And here the following question arises: Couldn’t we produce better offsprings if we had more information? We can for example use the Brent’s method of numeric optimization: randomly choose two points, sample one additional between them, fit a quadratic function to these three points, and create one offspring as the extreme of the fitted parabola. We can also use a higher number of parents, combine them somehow, and produce arbitrary number of offsprings. All evolutionary algorithms based on creating probabilistic models and sampling from them (estimation of distribution algorithms, EDA’s) belong to this category. From this point of view, we can consider the model-and-sample part of EA to be a generalized type of multiparent crossover operator.

The easiest EDA’s take into account no dependencies between variables. The joint density function is factorized by a product of univariate independent densities. The Univariate Marginal Distribution Algorithm for continuous domains (UMDA$^C$) [2] performs some statistical tests in order to determine which of density functions fits the variable best. Then, it computes the maximum likelihood estimates of parameters for chosen densities. Another example of EDA using models without dependencies is Stochastic Hill Climbing with Learning by Vectors of Normal Distributions [5]. In this algorithm, the joint density is formed as a product of univariate independent normal densities where the vector of means is updated using a kind of Hebbian learning rule and the vector of variances is adapted by a reduction policy (at each iteration it is modified by a factor that is lower than 1). In [7], an extension of the Baluja’s Population Based Incremental Learning algorithm for continuous domains (PBIL$^C$) was proposed, however this approach is very similar to an instance of evolutionary strategy (see e.g. [6]). Finally, there are several approaches using histogram models [8]. Gallagher et al. [1] proposed a finite Adaptive Gaussian Mixture model (AMix). This model is able to cover multivariate dependencies between variables and includes an adaptive scheme in which the number of mixture components is not constant during the run of the algorithm.

This article clearly builds on and extends the work of Tsutsui, Pelikan and Goldberg [8]. We have repeated several of their experiments and adopted their experimental methodology. However, we track a bit different statistics and look at the data from a bit different point of view. Section 2 describes the probabilistic models compared in this paper. The results of all conducted tests (along with description of used reference problems and experimental methodology) are presented in section 3. Section 4 summarizes the results and concludes the paper.

2 Used Probabilistic Models

All algorithms described in this article fall into class of UMDA. The individual components of promising solutions are supposed to be statistically independent of each other. In turn, this means that the global distribution of promising solutions in the search space can be modeled by a set of univariate marginal distributions. Then, for the global distribution we may write
\[ p(x) = \prod_{i=1}^{n} p_i(x_i), \]  
(1)

where the \( p(x) \) is the global multivariate density and the \( p_i(x_i) \)'s are the univariate marginal densities.

It’s important to stress out that the independence assumption doesn’t hold for the most of real world problems. The basic UMDA (which is the simplest among EDA’s) is not able to cover any interactions among variables, independently of what type of marginal distribution model the UMDA uses.

In following subsections, several types of marginal densities are described. We want to evaluate the behaviour of UMDA algorithm when using 4 types of marginal probability models. The first two were considered in the work of Tsutsui et al. [8], namely the equi-width histogram and equi-height histogram. This work expands the set of models to max-diff histogram and univariate mixture of gaussians.

2.1 Histogram Formalization

Before we describe particular types of histograms, let’s formalize the notion of histogram model. From our point of view, the histogram is a parametric model of univariate probability density. The histogram consists of \( C \) bins and each \( i \)-th bin, \( i \in 1..C \), is described by three parameters: \( b_{i-1}, b_i \) are the boundaries of the bin and \( p_i \) is the value of probability density function (PDF) if \( b_{i-1} < x \leq b_i \). When constructing histogram, we have a set \( \{x^j\}_{j=1}^{N} \) of \( N \) data points. Let’s describe \( n_i \) the number of data points which lies between \( b_{i-1} \) and \( b_i \). Clearly, the values \( p_i \) must be proportional to \( n_i \). Furthermore, it must be a proper probability density function. If we describe \( d_i \) the difference \( b_i - b_{i-1} \), we can write:

\[ p_i = \alpha n_i = \frac{n_i}{\sum_{i=1}^{C-1} n_i d_i} \]  
(2)

2.1.1 Equi-Width Histogram

This type of histogram is probably the best known and the most used one, although it exhibits several unpleasant features. The domain of respective variable is divided to \( C \) equally large bins. Since the size of each bin can be written as \( d_i = d = \frac{b_C - b_0}{C} \), the equation for all the values of PDF reduces to

\[ p_i = \frac{n_i}{dN} \]  
(3)

When constructing the histogram, first determine the boundaries of each bin, count the respective number of data points in each bin, and use the equation 3 to compute the values of PDF for this histogram model.

2.1.2 Equi-Height Histogram

This type of histogram was used in the paper of Tsutsui et al. [8] too. Instead of fixing the width of bins, it fixes their heights. Each bin then contains the same number of data points. This means that in areas where the data points are sparse, the bin boundaries are far from each other, while in regions where the data points are dense, the boundaries are pretty close to each other. Since the probability of each bin is constant, we can write

\[ p = p_i = \frac{1}{b_C - b_0} \]  
(4)

In real cases we could hardly expect that the number of data points can be divided by the number of bins without any reminder. One simple method how to construct this type of histogram is to compute the number of data points which should be contained in each bin. Then we put the boundary of consecutive bins to the half of the distance of a related pair of neighbouring data points.

2.1.3 Max-Diff Histogram

This type of histogram is reported to have several good features (small errors, short construction time), see [4]. Max-diff histogram doesn’t put any ‘equi-something’ constraint on the model. Instead, it is defined by a very simple rule. If we construct max-diff histogram with \( C \) bins, we need to specify \( C - 1 \) boundaries (the first and the last boundaries are equal to minimum and maximum of the respective variable domain). If we compute all the distances between all two neighbouring data points, we can select the \( C - 1 \) largest of them and the boundaries put to the half of the respective intervals.

This procedure has a natural explanation. We try to find consistent clusters in data, and all data points in such a cluster are put to the same bin. It is just an approximation and we can argue what results this procedure gives when the data doesn’t show any structure, but it turned out to be very precise and useful in many situations [4].
### Function

<table>
<thead>
<tr>
<th>Function</th>
<th>Domain</th>
<th>Number of bins (components)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{\text{TwoPeaks}} = 5n - \sum_{i=1}^{n} f_i$</td>
<td>$(0, 12)^n$, $n = 20$</td>
<td>Low = 60(3), High = 120(6)</td>
</tr>
<tr>
<td>$F_{\text{Griewangk}} = 1 + \sum_{i=1}^{n} \frac{x_i^2}{4000} + \prod_{i=1}^{n} \cos \frac{x_i}{\sqrt{i}}$</td>
<td>$(-5, 5)^n$, $n = 10$</td>
<td>Low = 50(3), High = 100(6)</td>
</tr>
</tbody>
</table>

Table 1: Test functions and related parameters. The $f_i$ function can be described as polyline going through points $(0, 0), (1, 5), (2, 0), (7, 4), (12, 0)$.

### 2.2 Univariate Mixture of Gaussians

Univariate mixture of gaussians (MOG) is the last marginal probability model compared in this part. It is included in this comparison for several reasons. We can consider all the histogram models to be certain kind of mixture models too — mixture of uniforms. From this point of view, the MOG can give interesting results when compared to histograms. Since the mixture of gaussians can describe the data with more ‘fidelity’, we can drastically decrease the number of components (when compared to the number of bins needed by histograms). We have also to say that MOG requires much more effort to construct because it must be trained by an iterative learning scheme — the Expectation Maximization algorithm (see e.g. [3]). Figure 1 shows examples of probability densities presented by means of the above mentioned models.

![Figure 1: Equi-width, equi-height, and max-diff histograms, and mixture of gaussians](image)

### 2.3 Sampling

We use the sampling method which was described in the Tsutsui paper [8] as Baker’s stochastic universal sampling (SUS). It uses the same principles as the (in EC community perhaps more known) reminder stochastic sampling (RSS).

First, we compute the expected number of data points which should be generated by each bin. It is computed according the bin (or component) probabilities given by equation 2. Then we generate the integer part of expected number by sampling from uniform (in case of histograms) or normal (in case of mixture of gaussians) distribution with proper parameters. The rest of points is then sampled by stochastically selecting bins (or components) with probability given by the fractional parts of expected numbers for each bin (component).

### 3 Empirical Comparison

#### 3.1 Evolutionary model

Let the population size be $N$. In each iteration we make the following: (1) model the population with histograms (or mixtures of gaussians), (2) sample $N$ new data points from the model, (3) join the old and new population to get data pool of size $2N$, and (4) use truncation selection to select the better half of data points.

#### 3.2 Test Suite

For empirical comparison we chose only two of the four functions used in the work of Tsutsui [8], namely the Two Peaks function and the Griewangk function. It is very small test set but this comparison is aimed on the suitability and behaviour of individual types of probabilistic models for modeling of marginal probabilities rather than comparing the efficiency of the resulting algorithms on various problems. The functions are defined in table 1. The Two Peaks function is separable and there exists very easy algorithm which solves separable problems very efficiently. It is so called line search algorithm (see section 3.3). The form of multidimensional Two Peaks function is shown in figure 2. The Griewangk function represents non-separable function with interactions, and is a bit harder to optimize.
3.3 Experimental Setup

For both test problems, Two Peaks and Griewangk, we compared four UMDA’s — each using different model of marginal probability. The factor model has the following levels: (1) Equi-Width histogram (HEW, in short), (2) Equi-Height histogram (HEH), (3) Max-Diff histogram (HMD), and (4) mixture of gaussians (MOG).

For each of the models, we tried to vary also the number of bins (components). Factor Number of Bins has two levels, High and Low. The exact number of bins varies and it was set in accordance with Tsutsui et al. [8]. The actual value of level High for histogram models and Two Peaks function is 120. The value of level Low is one half of level High, i.e. 60 for histograms and Two Peaks function. For the Griewangk function, the High number of bins presents 100, and the Low number of bins presents 50. The mixture models need less components than histograms. The levels were set to 6 and 3 for the High and Low number of components, respectively, and were determined empirically. The initial values for the centers of individual components of mixture were constructed using the k-means clustering method.

Furthermore, we varied the Population size in our experiments. Levels of this factor include populations of sizes 200, 400, 600, and 800 data points.

In order to give some indication of how complex the test problems are, we tried to optimize them also with so called line search (LS) method (see [9]). This method is rather a heuristic which is pretty effective for separable problems and thus it can give you some insight in the complexity of the evaluation function. Its principle is very easy: start from randomly generated data point, randomly select a dimension, discretize and enumerate it, move to the best data point in the unidimensional enumerated space, and repeat for further dimension. We have set the discretization length equal to 0.1. If the LS gets stuck (no further improvement possible), it is restarted from another randomly generated point.

3.4 Monitored statistics

For each of possible factor combination we run the algorithm 20 times. Each run was allowed to continue until the maximum number of 50000 evaluations was reached. We say, that the algorithm found the global optimum if for each variable \( x_i \) the following relation holds: \( |x_i^{\text{best}} - x_i^{\text{opt}}| < 0.1 \) (if the difference of the best found solution \( x_i^{\text{best}} \) from the optimal solution \( x_i^{\text{opt}} \) is lower then 0.1 in each of coordinates).

In all experiments, we track three statistics:

1. The number of runs in which the algorithm succeeded in finding the global optimum (\( \text{NoFoundOpts} \)).
2. The average number of evaluations needed to find the global optimum computed from those runs in which the algorithm really found the optimum (\( \text{AveNoEvals} \)).
3. The average fitness of the best solution the algorithm was able to find in all 20 runs (\( \text{AveBest} \)).

3.5 Results and Discussion

The results of our experiments are presented in table 2. The results of the line search heuristic indicate that the Two Peaks function could be solved much more effectively by other types of algorithms. Nevertheless, EDA’s should be able to solve this easy type of problem. The Griewangk function is more complex and the line search heuristic was not able to solve it in all experiments.

Let’s first consider the results for the HEW model. In accordance with the results of Tsutsui [8], we confirm that the HEW model is the least flexible one. Furthermore, it can be characterized by one important feature: if the population is initialized in such a way that the resulting probabilistic density will be equal to zero somewhere in the search space, the algorithm has no possibilities to overcome it and to start searching in these ‘zero areas’.
This is also documented by the very weak results obtained by the UMDA with HEW model. If the ‘resolution’ (the number of bins) of the histogram is lower than the precision required, the algorithm becomes very unprecise. If the ‘resolution’ is sufficient, the efficiency of the algorithm is very dependent on the population size. This can be seen especially in the case of the Two Peaks evaluation function.

The other three models, HEH, HMD, and MOG, seem to be much more robust with respect to the parameters. All of them also don’t exhibit the unpleasant feature of HEW model (‘zero areas’) described in previous paragraph. The models are constructed in such a way that they do not allow for a zero values of PDF.

HEH and HMD models showed very similar behaviour, although on these two test functions the HEH model seems to work better. However, the differences are very insignificant. Both are very successful in the number of runs they succeed to find the global optima. The average number of evaluations they need to find the optima is comparable for both models. However, looking at the results table, we can see that the achieved average fitness scores of best individuals are still highly dependent on the size of population.

In figure 3, the typical ‘tracks’ of evolution of bin boundaries (for histogram models) and component centers (for mixture of gaussians model) are presented. Similar results can be obtained for the Griewangk function. These ‘typical’ representatns show cases in which all the models converged to the right solution (for this particular dimension) in both cases of evaluation function. However, to find the global optimum the algorithm had to converge to the right solution in all the dimensions and that’s often not the case for the MOG model.
For the MOG model, we can see that several components of the mixture simply stopped evolving. The reason for this is very simple — their mixture coefficients dropped to zero and the components simply vanished. Generally, this should be a good feature, however, we have experienced several runs in which a particular component vanished before it could take over the whole population although it discovered the right solution (for particular dimension). This can be thought of as an analogy of the ‘premature convergence’ in genetic algorithms.

We have to say a few words on the running times of the algorithms. The evolution of MOG model took approximately two times more time than the evolution of histogram models. However, this needn’t be due to the complexity of the models, rather it can be caused by the complexity of sampling (a normal random generator is much more slower then a uniform random generator). This feature deserves further investigation.

4 Summary and Conclusions

In this article we have described some results of a small empirical comparison of the UMDA type of estimation of distribution algorithm using several types of marginal probability models. We have viewed the algorithms also from the robustness point of view, i.e. from the view of their (non-)dependancy on the algorithm parameters setting. We used only two test functions that were not too difficult. We do not expect that the efficiency of this type of EDA (with marginal probability modeling) should be very high for more complex functions. To solve them reliably, we will have to use more general probabilistic models.

The UMDA with the equi-width histogram turned out to be very unreliable and non-robust algorithm. UMDA with the other two types of histogram models, equi-height and max-diff, seem to be effective and robust for separable functions, and for functions with small amount of interactions between variables. In the latter case (for a Griewangk function), they outperformed the simple line search heuristic.

The mixture of gaussians model is a representant of qualitatively different type of model. Although it exhibits a bit worse behaviour than the two above mentioned types of histograms, it is fair to say that it was used with a considerably smaller number of components and that it offers a few additional advantages. E.g., with almost no effort, it can be easily extended from a set of independent marginal mixtures of gaussians to a general multidimensional mixture of gaussians which will be able to cover some interactions among variables. This is also a topic for further research.
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