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A variety of issues decide the efficiency of 3D QSAR methods, and their practical importance for drug design is still controversial. This refers both to the predictive ability and the possibility for the indication of these areas within 3D molecular representations that are responsible for biological or chemical effects. Technically, the latter comes down to the selection or elimination of the reliable variables during 3D QSAR modeling using the Partial Least-Squares (PLS) method. In this paper we used a series of benzoic acids to test the dependence between the predictive ability and variable selection performance of PLS with Iterative Variable Elimination (IVE-PLS) in the Comparative Molecular Surface Analysis (CoMSA) modeling of Hammett constant which correlates with the $pK_a$ values. Modeling this chemical effect allowed us to select the IVE-PLS variant that plots the contour maps indicating a carboxylic function, i.e., the region including the dissociation reaction center that determines the respective $pK_a$ values. In fact, it appeared that a novel robust IVE version is capable of the indication of the proper contour plots independent of the method used for the calculation of partial atomic charges (AM1 or Gasteiger−Marsili).

INTRODUCTION

Basically, 3D QSAR in its classical form, e.g., CoMFA and related approaches, has been developed for the simplified modeling of the interactions of drug molecules with biological receptors. A basic assumption of such an approach is that we can reconstruct and explain biological effects on the basis of the series of the receptor ligands and the activity data alone without the detailed description of the receptor itself. Since the interactions take place somewhere outside the molecules, CoMFA constructs a molecular field grid to calculate the potential interactions in the molecular neighborhood. Next, the calculated values are processed by the PLS analysis in an attempt to find the best relationship between the activity and potentials at the grid points. Accordingly, the volume areas indicated by CoMFA as these contributing largely to the modeled activity can be considered as pharmacophoric-like elements.

However, we can also explain 3D QSAR as the comparison scheme that enables us to compare a series of molecules in an attempt to identify similarity between the molecules investigated. Bonding atoms into molecules implies atomic interactions, which means that a certain molecular atom or moiety influences the remaining system. This also means that we can recognize its appearance within the different part of the molecule. As a consequence, molecular descriptors applied in 3D QSAR can be highly intercorrelated. This effect can apply to each molecular moiety and molecular grid location used for the construction of the CoMFA field. Therefore, it is not quite clear if we can extract from the 3D QSAR data these variables that are at the origin of the activity and not those that intercorrelate but do not map a real pharmacophore. Doweyko observed that in 3D-QSAR, in particular in CoMFA, different models provide similar statistical performance. In fact, it has been observed that extracting reliable variables in PLS poses important modeling problems for collinear variables. Similar effect can also be indicated in classical QSAR where different parameters can be used for the model construction. This of course brings a problem of model interpretation.

Modeling chemical reactivity can be an interesting 3D QSAR variant that allows for distinguishing between the above-mentioned viewpoints. Although usually we cannot indicate any pharmacophore decided by the molecular receptor-like environment that is responsible for the chemical reaction, it is somewhere near the reaction center where we would expect 3D QSAR analysis to focus. Although 3D QSAR schemes have been used relatively rarely for modeling chemical reactions, at least several such examples have been reported. Modeling $pK_a$ values of organic acids or bases are probably the most often investigated example of such studies.

In the current work we used the Iterative Variable Elimination method as well as its alternative robust versions for the selection of such areas that provides the best 3D QSAR models. In an attempt to evaluate modeling performance both in the context of predictive ability and the selection of the pharmacophoric-like sites, i.e., volume areas involved in the reaction, we model the Hammett constants that correlate to the $pK_a$ values of a series of benzoic acids that has been investigated previously. Modeling chemical reactivity allowed us to compare such sites that are indicated by the 3D QSAR method with those expected by the chemical common sense.

Shape analysis is a powerful tool in chemistry and drug design. Therefore, for modeling 3D QSAR we used the Comparative Molecular Surface Analysis (CoMSA) a method that enables the comparison of the surfaces of the series of
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weights of the Kohonen network contain information on the shape of the particular molecular surface, the network can be used to compare molecular surface geometries of other molecules. The coordinates of other molecule(s) can be sent to such a network, and surface vectors, e.g., the electrostatic potential, can be projected on this network. The resulting comparative feature map is a kind of superimposition of the molecule and the template.

The competitive training of the network was based on the rule that each point, s, of the molecular surface was projected into that neuron, sc, that has weights, wc, that come closest to the Cartesian coordinates, xsi, of this point, s (eq 1).

\[
\text{out}_{sc} = \min \left[ \sum_{i=1}^{3} (x_{si} - w_{ji})^2 \right]
\]

The size of the networks amounts to 20x20, and the resulting feature maps were transformed to respective 202 element vectors.

**PLS Analysis.** Vectors obtained were processed by the PLS analysis with a leave-one-out cross-validation procedure.\(^16\) The PLS procedures were programmed within the MATLAB environment (MATLAB).

Molecules 1–72 were divided into two sets, molecules 1–49 form a series used for modeling PLS, and 50–72 were used only as a test set for the evaluation of this model. The PLS model was constructed for the centered data, and its complexity was estimated based on the leave-one-out cross-validation procedure (CV). In the leave-one-out CV one repeats the calibration m times, each time treating the ith left-out object as the prediction object. The dependent variable for each left-out object is calculated based on the model with one, two, three, etc. factors. The Root-Mean-Square Error of CV additionally corrected for the number of PLS components is defined as

\[
\text{RMSECV}_j = \sqrt{\frac{\sum (\text{obs} - \text{pred})^2}{m - j - 1}}
\]

where obs denotes the assayed value; pred denotes the predicted value of dependent variable; m is the number of objects; and j refers to the numbers of PLS factors, which ranges from 1 to \(A_{max}\). The model with k factors, for which RMSECV reaches a minimum, is considered as an optimal one.

We used the performance metrics that are accepted and widely used in CoMFA analyses, i.e., cross-validated \(q^2_{cv}\)

\[
q^2_{cv} = 1 - \frac{\sum (\text{obs} - \text{pred})^2}{\sum (\text{obs} - \text{mean(\text{obs}))}^2}
\]

where obs is the assayed values; pred is the predicted values; and mean is the mean value of obs.

Before PLS analysis was performed the descriptors were centered, and this operation was repeated for each cross-validation run.

### EXPERIMENTAL

**Model Builders.** All the experimental data, i.e., 1–72, were extracted from ref 6 and are given in Table 1. All the molecules were superimposed before the calculation of the molecular surfaces. The superimposition was performed by covering all non-hydrogen atoms of benzoic acid. We used the Match3D program for performing this operation.\(^14\) The calculation of the molecular surface descriptors was based on CoMFA according to the procedure detailed elsewhere.\(^10,15\)

**CoMFA Method.** The competitive Kohonen strategy was used to construct a 2D topographic map from the signals of points sampled randomly at the molecular surface. A projection of the electrostatic potential value (MEP) from the surface points into such a 2D arrangement of neurons, after calculating the average MEP value within this particular neuron results in the so-called feature map. A feature map illustrates the (MEP) of a single molecule (template). As the

### Table 1. Hammett Constants for Substituted Benzoic Acid

<table>
<thead>
<tr>
<th>substituent</th>
<th>Hammett constants</th>
<th>substituent</th>
<th>Hammett constants</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 H</td>
<td>0.00</td>
<td>26 4-Br</td>
<td>0.23</td>
</tr>
<tr>
<td>2 3-Br</td>
<td>0.39</td>
<td>27 4-CF₃</td>
<td>0.54</td>
</tr>
<tr>
<td>3 3-CF₃</td>
<td>0.54</td>
<td>28 4-CH₃</td>
<td>-0.17</td>
</tr>
<tr>
<td>4 3-CH₃</td>
<td>-0.07</td>
<td>29 4-Cl</td>
<td>0.23</td>
</tr>
<tr>
<td>5 3-Cl</td>
<td>0.37</td>
<td>30 4-CN</td>
<td>0.66</td>
</tr>
<tr>
<td>6 3-CN</td>
<td>0.56</td>
<td>31 4-F</td>
<td>0.06</td>
</tr>
<tr>
<td>7 3-F</td>
<td>0.34</td>
<td>32 4-I</td>
<td>0.18</td>
</tr>
<tr>
<td>8 3-I</td>
<td>0.35</td>
<td>33 4-NH₂</td>
<td>-0.66</td>
</tr>
<tr>
<td>9 3-NH₂</td>
<td>-0.16</td>
<td>34 4-NO₂</td>
<td>0.78</td>
</tr>
<tr>
<td>10 3-NO₂</td>
<td>0.71</td>
<td>35 4-OCH₃</td>
<td>0.35</td>
</tr>
<tr>
<td>11 3-OCF₃</td>
<td>0.38</td>
<td>36 4-OH</td>
<td>-0.37</td>
</tr>
<tr>
<td>12 3-OH</td>
<td>0.12</td>
<td>37 4-CH₃</td>
<td>-0.27</td>
</tr>
<tr>
<td>13 3-CH₃</td>
<td>0.12</td>
<td>38 4-SH</td>
<td>0.15</td>
</tr>
<tr>
<td>14 3-SH</td>
<td>0.25</td>
<td>39 4-SCH₃</td>
<td>0.00</td>
</tr>
<tr>
<td>15 3-SCH₃</td>
<td>0.15</td>
<td>40 4-SCH₃</td>
<td>0.50</td>
</tr>
<tr>
<td>16 3-SCF₃</td>
<td>0.40</td>
<td>41 4-C(CH₃)₃</td>
<td>-0.20</td>
</tr>
<tr>
<td>17 3-C(CH₃)₃</td>
<td>-0.10</td>
<td>42 4-C(CH₃)₃</td>
<td>0.52</td>
</tr>
<tr>
<td>18 3-C₂F₆</td>
<td>0.47</td>
<td>43 4-CH₃Br</td>
<td>0.14</td>
</tr>
<tr>
<td>19 3-CH₃Br</td>
<td>0.12</td>
<td>44 4-CH₄Cl</td>
<td>0.12</td>
</tr>
<tr>
<td>20 3-CH₄Cl</td>
<td>0.11</td>
<td>45 4-CH₄I</td>
<td>0.11</td>
</tr>
<tr>
<td>21 3-CH₄I</td>
<td>0.10</td>
<td>46 4-C₂H₅</td>
<td>-0.15</td>
</tr>
<tr>
<td>22 3-C₂H₅</td>
<td>-0.07</td>
<td>47 4-SOF₃</td>
<td>0.93</td>
</tr>
<tr>
<td>23 3-SO₂CF₃</td>
<td>0.79</td>
<td>48 4-SOF₃</td>
<td>0.91</td>
</tr>
<tr>
<td>24 3-SOF₃</td>
<td>0.80</td>
<td>49 4-SOF₃</td>
<td>0.72</td>
</tr>
<tr>
<td>25 3-SO₂CH₃</td>
<td>0.60</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Test Set

50 3-CH(CH₃)₂  0.05 62 4-CH=CH₂  -0.02
51 3-CHCN      0.16 63 4-CH₂CN  0.02
52 3-CHO       0.35 64 4-CHO    0.42
53 3-CH₂OCH₃   0.02 65 4-CH₂OCH₃ 0.03
54 3-COCH₃     0.38 66 4-COCH₃  0.50
55 3-CONH₂     0.28 67 4-CONH₂  0.36
56 3-NCS       0.48 68 4-NCS    0.38
57 3-NHCH₃     -0.30 69 4-NHCH₃ 0.03
58 3-N(CH₃)₂    -0.15 70 4-N(CH₃)₂ 0.03
59 3-OOCCH₃    0.39 71 4-SCN    0.52
60 3-SCN       0.41 72 4-SO₂NH₂  0.57
61 3-SO₂NH₂    0.46 73 4-SO₂NH₂  0.57

molecules.\(^2,10\) Several different CoMFA protocols have been published, recently in which the molecular surface zones can be ordered by the SOM neural network\(^10,11,12\) or rectangular sector grid.\(^13\) Technically, PLS protocol is used then to build a final analytical QSAR model.
The quality of external predictions was measured by the $q^2$ test parameter

$$q^2_{\text{test}} = 1 - \frac{\sum (\text{obs}_{\text{test}} - \text{pred}_{\text{test}})^2}{\sum (\text{obs}_{\text{test}} - \text{mean(\text{obs}_{\text{test}})})^2}$$

where $\text{pred}_{\text{test}}$ is the predicted value for external test set object, and $\text{obs}_{\text{test}}$ is the observed value for external test set object.

**Data Elimination.** In order to indicate these parts on the molecular surface that contribute mostly to the activity we used the modified procedure of the PLS with Uninformative Variable Elimination (UVE-PLS), namely the Iterative Variable Elimination PLS (IVE-PLS) procedure. The UVE algorithm was originally proposed by Centner et al. as a possible improvement of the PLS procedure. The main idea of UVE-PLS is to reduce the number of the redundant variables included in the final model. The UVE algorithm is based on the analysis of the regression coefficients calculated by the PLS method. The PLS method allows presenting the relation between the $Y_{\text{(n,m)}}$ answer and the $X_{\text{(n,m)}}$ predictors in a form of

$$Y = Xb + e$$

where $b_{\text{(n,m)}}$ is a vector of the regression coefficients; and $e$ is the vector of the errors.

Thus, the UVE algorithm analyzes a value of $(t_{\text{(1,n)}})$ called stability that is calculated on the basis of the $b_{\text{(n,m)}}^T$ coefficients of the PLS eq 5. The $t_{\text{(1,n)}}$ score for the variables is given by eq 6

$$t = \frac{\text{mean(B)}}{\text{std(B)}}$$

where $B_{\text{(n,m)}}$ is a matrix of $b$ coefficients obtained during the leave-one-out cross-validation procedure.

Then, only the variables of the “relative” high $t$-value are included in the final PLS model. In order to estimate the cutoff level, the artificial random number noise is created (the level of the noise is $10^{-10}$ of the original variable order) and put (as additional columns) into the matrix of the original variables. PLS analysis of such a matrix is performed, and
the $t$ parameter is analyzed for each column. The highest absolute value, $\text{abs}(t)$, for the noisy column determines the cutoff level for the original variables.

**Iterative Variable Elimination, IVE1 (IVE-max).** We described the IVE-PLS method in our previous publications. Instead of a single-step procedure we used here an iterative algorithm based on the $\text{abs}(t)$ criterion to find variables to be eliminated. In order to distinguish this procedure, we named this Modified Uninformative Variable Elimination with the iterative leave-one-out cross-validation (IVE-PLS). In the current publication this procedure is labeled IVE1. This includes the following:

1. PLS modeling with leave-one-out cross-validation is performed for the $X_{(m,n)}$ matrix with the in advance fixed number of PLS components ($A_{\text{max}}$). This gives matrix $B_{(m,n)}$, constructed of the $m$ vectors of coefficients $b_{(n,1)}^T$, as given by eq 7

$$b_{(n,1)} = W_{(n,A_{\text{max}})}^*(P_{(n,A_{\text{max}})}^T W_{(n,A_{\text{max}})}^{-1})^{-1} Q_{(A_{\text{max}},1)}$$

where $W \sim X$ is the weight matrix; $P$ is the loading matrix; and $Q \sim Y$ is the weight matrix.

2. Determination of the stability parameter $t_{(1,n)}$ based on matrix $B_{(m,n)}$, calculated by eq 6.

3. The elimination from matrix $X_{(m,n)}$ a column of the lowest $\text{abs}(t)$ value.

4. Standard PLS analysis of the new matrix $X_{(m,n-1)}$ without the column eliminated in the step 3.

5. Iterative repetition of steps 1–4 to maximize the $q^2_{cv}$ parameter.

Although the stability value in IVE1 is calculated for a fixed number of latent variables, the final model (step 4) is always corrected to the optimal complexity.

Below we describe modified IVE procedures, namely, IVE2–IVE4.

**IVE2 (IVE-max-robust).** The difference to IVE1 is that criterion given by eq 6 takes a form of eq 8 where $\text{iqr}$ is the interquartile range.

$$t_{\text{robust}} = \frac{\text{median}(B)}{\text{iqr}(B)}$$

**IVE3 (IVE-opt).** In this version during the IVE procedure the optimal number of PLS components ($A_{\text{opt}}$) is always precisely estimated just during the calculation of the original PLS model (given $b$ coefficients) according to eq 9

$$b_{(n,1)} = W_{(n,A_{\text{opt}})}^*(P_{(n,A_{\text{opt}})}^T W_{(n,A_{\text{opt}})}^{-1})^{-1} Q_{(A_{\text{opt}},1)}$$

where $W \sim X$ is the weight matrix; $P$ is the loading matrix; and $Q \sim Y$ is the weight matrix.

**IVE4 (IVE-opt-robust).** IVE4 is a subversion of IVE3 but uses the robust stability criterion $t_{\text{robust}}$ calculated by eq 8.

The meaning of $A_{\text{max}}$ parameter indicated for all methods is the depth of the PLS component space to which modeling is tested. At this level modeling is truncated even if the optimal number exceeds the $A_{\text{max}}$ value.

The UVE and IVE procedures were programmed within the MATLAB environment (MATLAB). All MATLAB functions and m-scripts are available from the authors on request.

**Testing IVE1–IVE4 Procedures.** The IVE1–IVE4 procedures were tested using the artificial simulated data set and Selwood benchmark series, as described below.

**Artificial data set** generation is explained in Figure 1.

1. Matrix $XR$ with dimensionality $(20,100)$ was generated from multivariate normal distribution with zero mean vector and the assumed covariance matrix $C$. The elements of matrix $C$ were chosen as given by eq 10. This procedure follows
In this way we simulated the correlation appearing between 3D QSAR descriptors

\[ C_{ij} = c^{j-i} \]  

where \( c \) is a fixed level of correlations between predictors; and \( i \) is a row and \( j \) is a column of matrix \( C \).

We generated two families of matrix \( C \) with the values of \( c \) amounting to 0.1 and 0.9, respectively.

2. The matrix \( XR \) was divided randomly in two matrices \( X(20,20) \) and \( R(20,80) \).

3. PCA on the matrix \( X(20,20) \) is performed, yielding scores and loadings.

4. The multiplication of the first five score vectors \((20,5)\) by the first five loading vectors \((5,20)\) gives a simulated denoised data matrix \( Xn(20,20) \).

5. The Y vector of the answers is calculated as \( Y = 5 \ast \text{PC1} + 4 \ast \text{PC2} + 3 \ast \text{PC3} + 2 \ast \text{PC4} + 1 \ast \text{PC5} \); where PCs are vector of scores on PCs.

6. New matrix \( XnR(20,100) \) incorporates the relevant noise-free variables \( Xn \) and irrelevant variables \( R(20,80) \).
must remember that correlation between variables in matrix $XnR$ can be fixed on level 0.1 or 0.9.

All four variable selection (IVE1–IVE4) procedures were performed in order to extract the columns that include information needed to calculate the $Y$ answers. The results obtained are shown in Figure 2 which plots the percentage of the rate of the relevantly selected variables to all relevant variables in the IVE1–IVE4 procedures for 100 replicated simulations. Although all the methods provide similar results, the IVE-max versions generally provides slightly better D ratios.

**SELWOOD Test.** Additionally, we used the Selwood data set\(^{18}\) consisting of 31 compounds and 53 descriptors for testing the IVE versions. This data set has become a literature benchmark for evaluating variable selection procedures, e.g., refs 19 and 20. The results indicate that in this particular case IVE1 and IVE2 provides the results which resemble literature selections more closely than IVE3 and IVE4. The detailed plots are shown in the Supporting Information.

**RESULTS AND DISCUSSION**

An analysis of the 3D QSAR literature may suggest that predicting the activity of novel compounds is a basic objective of this method. This is not true even though the so-called predictive ability is a basic parameter calculated in QSAR modeling. However, current QSAR concentrates on modeling relationships in a factual chemical compounds space. It means that both modeling QSAR relationships and testing predictive ability or validating this is performed by the application of the compounds of the known activity that were synthesized apriori. Thus, QSAR predictability does not take into account novel compounds (virtual chemical space) that are to be synthesized in the next step of the investigation and then how to define the basic objective of 3D QSAR strategy. In such a strategy we extend the selected atom property (usually partial charges) outside the atoms or even molecules investigating the molecular surface or fields. The information on the relative orientation of the molecules should support the original atom property data type. In order to better understand a strategy of the grid methods we can cite here a number of other methods that use atom property data type to evaluate molecular similarity and consequently to predict the activity without the construction of the molecular field. These are for example 4-D QSAR,\(^{21,22}\) Carbo indexes,\(^{23}\) RLNN,\(^{24}\) etc. Technically, the calculation of the molecular field or surface property significantly increases the amount of variables to be included into the analysis, which complicates also the modeling procedure. This allows us, however, to indicate the molecular field volumes that are apparently involved in the drug receptor interactions.

![Figure 8. Interaction contour plots revealed by IVE1–IVE4 for the different model complexity, using the GM charges. Colors indicate the order of eliminated variables, where blue means the early eliminated variables and maroon means those that tend to survive the process.](image-url)
that contribute mostly to the activity. Cross-validation in multidimensional QSAR or model testing using the external molecular set of the known activity is performed not in the direct search for new molecules, i.e., for molecular design, but for model validation. In standard CoMFA the interaction surfaces are determined by filtering regression weights that decide a contribution of original variables (potential values in the grid points) into a final PLS model. The points of the highest standard deviation for the whole molecular series form the space sectors of positive and negative influence for the activity. Although in CoMFA the results of PLS analysis are given in a form of regression, they cannot be interpreted directly because of the large number of variables. Instead, the generation of the contour maps that illustrates the molecular field regions and volumes contributing negatively or positively into the activity is a standard way in which we visualize the results.\textsuperscript{25} Then, we can compare the contour plots for the individual molecules trying to find molecular features common for the high or low activity compounds, i.e., these that increase or decrease the activity.\textsuperscript{26}

Figure 3 plots the Hammett constants vs the pK\textsubscript{a} values for the series of \textit{meta} and \textit{para} substituted benzoic acids. As expected this plot proves a nice correlation. The colinearity shown in Figure 3 makes the identity between these problems, and we report further the results for modeling Hammett constants to be fully comparable to the results described previously in the literature.\textsuperscript{7}

Figure 4 illustrates the results of PLS modeling of the Hammett constant values using the atomic type data, i.e., the partial charges calculated by the Gasteiger–Marsili (G–M) or AM1 method. PLS models calculated for such data provides similar predictive power for both methods, and at the same time AM1 gives slightly better results. Thus, G–M modeling provides $q^{2}_{\text{model}} = 0.80$ (6); $q^{2}_{\text{test}} = 0.72$ vs AM1 - $q^{2}_{\text{model}} = 0.86$ (5); $q^{2}_{\text{test}} = 0.77$. This compares well to the $q^{2}_{\text{model}}$ of 0.89 (6) reported for the series in ref 27 using the AM1 derived charges. The reported data indicate that PLS modeling using the atomic representation alone gives models of the comparable predictive ability to the CoMFA one.

Although a carboxylic function is evidently a site distinguished by high correlation to the Hammett constant as shown in Figure 4a, the AM1 method seems to be slightly more selective. However, when we modeled an analytical PLS equation for the whole atomic molecular representation and compared the individual atomic contribution by the stability value as shown in Figure 4b, it was clear that both methods indicate completely different atoms as these contributing mostly to the modeled values. Now, it is the AM1 method that clearly tells apart the COOH group. Since the carboxylic function is a place where ionization reaction of benzoic acids takes place, it seems that AM1 information is more relevant for the real process investigated.

Modeling pK\textsubscript{a} values or Hammett constant if related to the molecular structure of the acid illustrates nicely a problem of

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure9.png}
\caption{Interaction contour plots revealed by IVE1–IVE4 for the different model complexity, using the AM1 charges. Colors indicate the order of eliminated variables, where blue means the early eliminated variables and maroon means those that tend to survive the process.}
\end{figure}
variable intercorrelation. The interactions of the substituents located at the different molecular area focus at the carboxylic function which can be observed in the regulation of the dissociation constant of the respective acid. The substituents can also affect other molecular moieties correlating with the activity analyzed. It would be interesting to observe the correlation coefficient between electrostatic potential of the molecular surface and the Hammett constant. This is shown in Figure 5 both for the G–M and AM1 derived atomic charges. A large red colored molecular surface area indicates the location of the variables calculated for the surface points that are highly correlated with the Hammett constant. This illustrates better the complex nature of the problem of PLS modeling aimed at the selection of the proper molecular surface points under variable multicolinearity.

Figures 6 and 7 report the performance during the investigated CoMSA modeling using the different variable elimination procedures. Unlike, the atomic data involving only 9 variables, the CoMSA data include more than 3500 surface points compressed to 400 neurons by the SOM neural network. We used PLS with four different IVE protocols to find a final model and illustrate the pharmacophoric-like sites. For the G–M calculated atomic charge variable elimination curves (Figure 6) proceed similarly for all four procedures IVE1–IVE4 within the same component numbers $A_{\text{max}}$, where $A_{\text{max}} = 2$ is the only exception. In the latter case IVE3 provides maximal values for the lower number of eliminated variables. For the AM1 method the curves of IVE1/IVE2 and IVE3/IVE4 proceed slightly different, namely, IVE1/IVE2 after the first 100 eliminated variables usually outperforms IVE3/IVE4. It is worth mentioning that testing modeling performance for the test set by $q^2_{\text{test}}$ proves the predictive power of the models. Although the analysis of the test set predictions reveals higher instability (indicated by $q^2_{\text{test}}$ oscillations) in comparison to those provided for the modeling set, $q^2_{\text{test}}$ is also well above a value of 0.5 indicating the predictive rate.

It is interesting to observe the molecular areas surviving variable elimination, as indicated by the different IVE methods. This is illustrated in Figures 8 and 9, respectively. The red color surface points are included in the last ca. 80 neurons eliminated, which corresponds approximately to the vertical line indicated in Figures 6 and 7. It can be observed that the robust IVE4 is the method pointing more clearly for the carboxylic function as the pharmacophoric-like area although the G–M method that fails to provide similar plots for the higher model complexity IVE4 for the lower complexity ($A_{\text{max}}=2$) evidently points for the carboxylic function. The robust IVE4 provides also the most reliable model for the AM1 type charges shown in Figure 9. This is preserved also for the high complexity of $A = 10$ that is additionally supported by the high modeling and testing $q^2$ performance values. The respective contour CoMSA plots
compare advantageously to the CoMFA contour maps (calculated for the AM1 partial charges) shown in Figure 10 reproduced after ref 6 which indicates the large molecular area other than the carboxylic function. In the Supporting Information, we reported additionally the results obtained for the PM3 partial charge data. This indicates that the results obtained by the AM1 method compare advantageously also to the PM3 method.

A question arises as to what decides the efficiency of IVE1/IVE4 protocols. Individual protocols differ in the way in which we calculate the stability parameter $t$ by criterion (6). Thus, in Figure 11 we compare a value of $t$ yielded by criterion (6) for two different sample inputs. A stable homogeneous input illustrated in Figure 11a is disturbed in Figure 11b by two very different signals. It can be compared that unlike the standard stability $t$ calculated after criterion (6) including the mean value, which significantly differs in parts a and b in Figure 11, the robust stability $t_{\text{robust}}$ value remains unaffected by the outlier noise. In Figure 12 we can observe the decreasing model complexity with the decreasing number of variables included in the IVE-PLS model for the robust IVE versions (IVE3 and IVE4). Although we illustrated only the plots resulting for the AM1 models, this appeared true for all the tested models (G–M, PM3). Thus, the robust stability $t_{\text{robust}}$ allows us to denoise the IVE-PLS model. It is also interesting to compare two robust protocols IVE3 and IVE-4 by themselves. If so it appears that the IVE-4 protocol that carefully monitors the exact number of complexity provided also the best results.

CONCLUSIONS

A variety of issues decides the efficiency of QSAR methods, and their practical importance for drug design is still controversial. The possibility of the extraction of the reliable contour maps that points for the pharmacophoric-like sites is an important factor that limits the efficiency of QSAR. In this paper we used a series of benzoic acids to test the dependence between the predictive and variable selection performance of PLS in the Comparative Molecular Surface Analysis (CoMSA) modeling of the Hammett constant which correlates with the acidic $pK_a$ values. Modeling this chemical effect allowed us to select the Iterative Variable Elimination (IVE) variant that indicates contour maps located near carboxylic function, i.e., the region including the dissociation reaction center determining the respective $pK_a$ values. In fact, it appeared that the robust IVE version is capable of the indication of the proper contour plots independent of the method used for the calculation of partial atomic charges (AM1 or Gasteiger–Marsili). The comparison of the performance of the individual IVE1-IVE4-PLS protocols allowed us to reveal that the robust stability $t$ applied in IVE3 and IVE4 works as the denoising tool. In consequence, the PLS model complexity during robust variable elimination decreases steadily with the number of variables eliminated. Among robust protocols IVE3 and IVE4, the IVE-4 one that carefully monitors the exact number of complexity provided also the best results.
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