Evolutionary Combination of Models in DSS based on Genetic Programming

Chaofan Dai
C4ISR Technology Key Laboratory of Science and Technology for National Defense, National University of Defense Technology, Changsha, China
cfdai@263.net

Yanghe Feng, Jianmai Shi
C4ISR Technology Key Laboratory of Science and Technology for National Defense, National University of Defense Technology, Changsha, China
fengyanghe@gmail.com

Abstract—The efficiency of model-aided decision making relies on the intelligent level of model selection. The purpose of this paper is to develop a new algorithm for model selection based on genetic programming. In the algorithm, the meta-models are classified according to the characteristics of the sample data, and the combined models are built as tree format. The genetic operations are performed under some constraints to produce combination models for users’ reference. The process of the algorithm greatly decreases users’ dependence on domain knowledge.

Index Terms—DSS; Model Base; Automatic Model Selection; Genetic Programming

I. INTRODUCTION

Recently model-aided decision techniques have received increasing attention and a large number of models have been developed. It becomes very important, therefore, to efficiently utilize and share the model resources, especially by using more intelligent tools to select and combine current models.

A large number of model selection methods have been studied in the literature. Especially, there came an analytical model selection method, through which models can be selected according to the historical record of their applications and the characteristics of the decision problem[1]. The structure of the model can be represented by knowledge framework, then the reasoning trees are established according to the fact base and the knowledge base. Thus a knowledge-based automatic model selection method is proposed by integrating the experience and expert knowledge[2-4]. Gradient-based approaches are developed for model selection and present impressive gain in time complexity[5-6], but they may fall into bad local minima.


Current methods can efficiently support users to automatically or intelligently select single model. For complex decision problems, however, it is usually necessary to combine multiple models to support users. Thus, the model joint selection and combination problem is studied in this paper, and a new model combination algorithm is developed based on the idea of genetic programming. The algorithm can create combination models through the sample data and greatly decrease the dependence of model selection on the domain knowledge.

II. THE BASIC IDEA FOR PRODUCING COMBINATION MODELS

In this paper, the candidate models in the model database are named as meta-model. Users can select multiple models to build up the basic model set according to the requirement of decision problem. The combination models produced by the algorithm are all assembled by models in the basic model set. The algorithm is developed based on the following assumptions:

• The model database includes all the meta-models that are required to combine the decision model.
• The input and output parameters of the meta-model are numerical.
• There are sufficient inputs and outputs samples for the decision problem, and all these samples are effective.

A. Related definitions and restriction

When the combination model evolves through genetic programming, the basic model set is treated as the basic component. The model combination process is evolved through genetic operations under the control of adapting function where an ordered tree, i.e. the combination model is obtained.

Definition 1: Given a model \( M \), its input parameters are \( I_1, \ldots, I_n \), and the \( m \)-th output parameter is denoted as \( M(I_1, \ldots, I_n)[m] \), \( m \geq 1 \), \( m > 1 \); if model \( M \) has only one output parameter, it is denoted as \( M(I_1, \ldots, I_n) \).

From Definition 1, it can be known that the combination model can be represented as a multi-layer nesting structure, the parameters of the meta-models must match with each other. Thus, the rules for parameter matching must be set up firstly, so as to restrict the transforms between different types of data in the model combination process.

Rule 1: Parameters are allowed to transform from low precision to high precision.

The above transform rule is defaulted, and users can also force a transform from high precision to low precision. Therefore, in order to provide a transforming and matching tool for the parameters that can not be transformed implicitly, a set of models should be proposed to force this transform.

Definition 2: \( a \) is the output parameter of model \( M_a \), and \( b \) is the input parameter of \( M_a \). If \( a \) can be transformed to \( b \) implicitly by Rule 1, the types of parameters \( a \) and \( b \) are consistent, which is denoted as \( a \leftrightarrow b \).

In order to ensure the correctness of the combination model, the consistent restriction for the parameters must be satisfied. The impact of multi-output model on the genetic operations should also be considered. Therefore, the following restriction rules are developed.

Restriction: The necessary condition for models \( M_a(x) \) and \( M_b(y) \) are combined into \( M_a(M_b(y)) \) or \( M_a(M_b(y)[n]) \) is \( M_b(y) \leftrightarrow x \).

B. Model preprocess

The candidate meta-models are selected according to the amount and types of the samples, which can greatly reduce the size of the basic model set and increase the efficiency of the algorithm. This strategy can also ensure that all the required meta-models are included in the basic model set.

Definition 3: For two parameter sets \( X = \{x_1, x_2, \ldots, x_m\} \) and \( Y = \{y_1, y_2, \ldots, y_m\} \), if \( \forall x \in X \) for \( 1 \leq i \leq m \), \( \exists y \in Y \) for \( 1 \leq i \leq m \), \( x \leftrightarrow y \), then parameter set \( X \) is included in \( Y \), which is denoted as \( X \subseteq Y \). If \( X \subseteq Y \) and \( Y \subseteq X \), \( X \) is equivalent to \( Y \), and note as \( X = Y \).

In order to reduce the range of the initial population, according to the layers of the nodes in the tree, the models located at root node, middle node and leaf node are called as top level model, middle level model and bottom level model respectively. Their selecting rules are as follows:

Rule 2: Selecting Rule for top level models. Assume that the output parameter set provided by users is \( O = \{o_1, o_2, \ldots, o_n\} \). If the output parameter set of the model, \( Y = \{y_1, y_2, \ldots, y_n\} \), satisfies \( O \equiv Y \), the model can be used as the top level model, and the set formed by all top level models is noted as \( TMSet \).

Theorem 1: If the output parameter set of the combination model is \( O = \{o_1, o_2, \ldots, o_n\} \), its top level model \( m \) satisfies that \( m \in TMSet \).

Proof: Since the output parameter set of top level model \( m \) is \( O = \{o_1, o_2, \ldots, o_n\} \), from Rule 1, it can be known that \( m \in TMSet \).

Rule 2 presents the condition for selecting top level models. Since the roles that top level models act are the final output of the combination model, their output parameters must be consistent with the combination model, that is, the number and types of the parameters must match with each other. Theorem 1 ensures the integrity of the top level model set.

Rule 3: Selecting Rule for the bottom level models. Assume that the output parameter set provided by users is \( l = \{l_1, l_2, \ldots, l_n\} \). If the input parameter set of the model, \( X = \{x_1, x_2, \ldots, x_m\} \), satisfies \( X \equiv I \), they can be used as the bottom level model of the combination model, and the set formed by all bottom level models is noted as \( BMSet \).

Theorem 2: If the input parameter set of the combination model is \( I = \{l_1, l_2, \ldots, l_n\} \), its bottom level model set \( M \) satisfies that \( M \in BMSet \), and the parameter set of \( BMSet \), \( X = \{x_1, x_2, \ldots, x_m\} \), satisfies \( X \equiv I \).

Proof: For \( \forall m \in M \), the input parameter set of bottom level model \( m \), \( I_m \), satisfies \( I_m \subseteq I \). Therefore, according to Rule 2, it can be known that \( m \in BMSet \). From Assumptions 1 and 3, we know that \( I = X \), where \( X = \{x_1, x_2, \ldots, x_m\} \) is the parameter set of \( BMSet \). By Rule 2, it can be obtained that \( X \equiv I \). Thus, \( X \equiv I \).

Rule 3 presents the condition for selecting bottom level models. Since the input parameters of all bottom level models form the input parameters of the combination model, the input parameter set of every bottom level model must be included in the input parameter set of the combination model. Theorem 2 ensures the integrity of the bottom level model set.

The middle level model set, \( MMSet \), is difficult to determine, and it is determined in the process of producing the combination model by the algorithm in the following Section according to the characteristics of the top level models and the bottom level models.

The model preprocess is to select meta-models according to the input and output parameters of the combination model, and the knowledge included by model is not sufficiently utilized. Thus, our algorithm allows users to select more precise top level and bottom level models according to the knowledge of the combination model and meta-models in the model database, so as to increase the correctness and efficiency of the algorithm.
C. Algorithm for producing initial population

The initial population is created by the following algorithm according to the bottom level model set, the middle level model set and the top level model set.

The input parameter set for the samples that provided by users is noted as \( I = \{i_1, i_2, \ldots, i_m\} \), and the capacity of the initial population is \( c \).

The algorithm for producing the initial population of the combination model is presented below:

Step 1: Randomly select the biggest depth of the combination model \( L \leq n - 2 \), go to Step 4.1; otherwise, go to Step 4.2.

Step 4.1: For the input parameter set of Level \( L, I = \{i_1, i_2, \ldots, i_l\} \), if the input parameter \( i \in I \), and \( \exists l \in I \) satisfies \( \langle a \rangle = i \), perform operation \( a \); otherwise, perform operation \( b \). Go to Step 5.

a) Select model adding operation and input parameter determining operation at the predetermined probability \( \tau \). The model adding operation uses other models’ output as the input parameters of the node, while input parameter determining operation sets the parameters of node to be the input parameters of the combination model, that is, to match with the input parameter set of the related sample. If more models are required, randomly select model \( m' \in \text{MMSets} \), where its output parameter set is \( O_{-} \), and \( \exists o \in O_{-} \) satisfies \( o \sigma i \). If the input parameters are required to be determined, randomly select the input parameter \( i \in I \) at uniform probability, where \( i \sigma i \).

b) Randomly select model \( m' \in \text{MMSets} \), whose output parameter set is \( O_{-} \) and \( \exists o \in O_{-} \) satisfies \( o \sigma i \).

Step 4.2: For the input parameter set of Level \( L, I = \{i_1, i_2, \ldots, i_l\} \), if the input parameter \( i \in I \), and \( \exists l \in I \) satisfies \( \langle a \rangle = i \), then perform operation \( a \); otherwise, perform operation \( b \). Go to Step 5.

a) Select model adding operation and input parameter determining operation at the predetermined probability \( \tau \). If more models are required, randomly select model \( m' \in \text{MMSets} \), where its output parameter set is \( O_{-} \), and \( \exists o \in O_{-} \) satisfies \( o \sigma i \). If the input parameters are required to be determined, randomly select the input parameter \( i \in I \) at uniform probability, where \( i \sigma i \).

b) Randomly select model \( m' \in \text{MMSets} \), whose output parameter set is \( O_{-} \) and \( \exists o \in O_{-} \) satisfies \( o \sigma i \).

Step 5: If the depth of current combination model \( L > n \), go to Step 1. For the situation \( L \leq n \), if the input parameter set of current combination model \( I \) is \( \{a \} \), put the combination model into the initial population and go to Step 6; otherwise, go to Step 3.

Step 6: If the amount of current initial population \( c' = c \), stop the algorithm; otherwise, go to Step 1.

D. Adaptive fitness function design

Adaptive fitness function describes the gap between the combination model produced by the algorithm and the goal model, which is used to control the genetic operations. When the combination model is produced, it is tested by the samples provided by users and a series of test results are obtained, based on which the adaptive fitness function is set up.

The overall error of the combination model, \( \omega \), represents the sample gap between the combination model and the goal model, and it can be obtained by statistically analyzing the results.

\[
\omega = \sum_{i=1}^{n} \sqrt{\sum_{j=1}^{m} |y_i - x_j|^2},
\]

where \( n \) is the total number of the samples, \( y_i \) represents the results obtained by the combination model, and \( x_i \) is the output results of the sample.

The distribution shape similarity between the combination model and the goal model can be represented by the total deviation of the error.

\[
s = \sum_{j=1}^{n} |x_j - y_j| - \sum_{i=1}^{m} |y_i - x_j| / n^2,
\]

where \( n \) is the total number of the samples, \( y_i \) represents the results obtained by the combination model, and \( x_i \) is the output results of the sample.

Then the adaptive fitness function can be described as follows:

\[
\text{fitness} = a \omega + (1 - a) s,
\]

where \( a \) is the error weighting coefficient \((0 \leq a \leq 1)\). The bigger \( a \) is, the more important the error of distribution shape is.

The adaptive fitness function, \( \text{fitness} \geq 0 \), represents the gap between the combination model and the goal model, which is used to control the genetic operations. The smaller its value is, the closer the combination model is to the goal model.

E. Genetic operation

Genetic operation is a detailed process to produce the combination model. There are three types of operations: selection, crossover and mutation. All of them are performed under the control of the adaptive fitness function, but their father generation producing methods are different.

Let \( I = \{i_1, i_2, \ldots, i_m\} \) be the input parameter set of the produced combination model. \( \text{BMSet} \), \( \text{MMSets} \) and \( \text{TMSets} \) represent the bottom model set, the middle model set and the top model set respectively. \( \text{mset} \) denotes the father generation model set, while \( \text{child}(m) \) is child model under the root node \( m \).

The father generation models are selected according to the following probability:

If \( \forall m_j \in \text{mset} \) and the value of the adaptive fitness function for \( m \) is \( \text{fitness}(m_j) \), the selecting probability for model \( m \) is
where $\gamma$ is the adaptation effecting coefficient ($\gamma > 0$), and $n$ is the total number of elements in set $\text{mset}$. $\lambda$ represents the importance of the adaptive fitness function. When $\lambda \in (0.1)$, the influence of the adaptive fitness function on the model selecting probability is decreasing. When $\lambda > 1$, the influence is increasing.

The father generation model selecting rules for the three genetic operations are as follows:

a) Selection rule. The selecting probability for father generation model $M_j$ is $P(m_j)$.

b) Crossover rule. Let child($m_i$) be the child model at the cross node of father generation model $m_i$, and its output parameter set is $O(\text{child}(m_i))$. Let child($m_j$) be the child model at the cross node of father generation model $m_j$, and its output parameter set is $O(\text{child}(m_j))$. Then $O(\text{child}(m_i)) \Leftrightarrow O(\text{child}(m_j))$, and the input parameter sets for the two produced child generation models, $I_1$ and $I_2$, must satisfy Rule 3, that is, $I_1 \Leftrightarrow I$ and $I_2 \Leftrightarrow I$. The selecting probabilities for $m_i$ and $m_j$ are $P(m_i)$ and $P(m_j)$, and the cross node is randomly produced at uniform probability.

c) Mutation rule. Let meta($m$) denote the meta-model at the mutation node of father generation model $m$, and its input parameter set and output parameter set are $I(\text{meta}(m))$ and $O(\text{meta}(m))$ respectively, meta($m$) $\in \text{BMSet}$ (MMSet or TMSet). $I(\text{meta}(m'))$ and $O(\text{meta}(m'))$ are the input parameter set and the output set for the meta-model $\text{meta}(m')$ that used to replace $\text{meta}(m)$. Then the followings must be satisfied: $I(\text{meta}(m)) \Leftrightarrow I(\text{meta}(m'))$, $O(\text{meta}(m)) \Leftrightarrow O(\text{meta}(m'))$ and meta($m$) $\in \text{BMSet}$ (MMSet or TMSet). The selecting probability for $m$ is $P(m)$, and the mutation node and the replacing model are randomly produced at uniform probability.

F. The procedure of the algorithm

The detailed procedure of the model combination algorithm based on genetic programming is as follows:

Step 1: Determine the biggest number for the generations. Set the values for the error weighting coefficient, the adaptation effecting coefficient and the probabilities of the genetic operations. In the initial stage, more crossover operations are preformed, and the probability for mutation increases gradually in the following stages.

Step 2: Preprocess the models according to the combination model samples, set up the basic model set, and determine the bottom level model set, the middle model set and the top model set. Create the initial population of the combination model by producing algorithm in Section 2.3.

Step 3: Perform all the combination models in current population by the samples, and calculate their values for the adaptive fitness function.

Step 4: Select the genetic operations by their probabilities, and perform selection, crossover and mutation operations by the related rules. Create child generation combination models until the new population is as big as the old.

Step 5: Replace the old population by the new one and go to Step 3. When the required combination model is obtained or the biggest generation is reached, stop the algorithm.

III. EXPERIMENTAL ANALYSIS

Thirty five representative numerical computation models are selected to form the basic model set, and one hundred samples are used to test the genetic programming algorithm. The combination model is obtained through the evolution procedure.

a) The thirty five scientific computation models are implemented by Matlab 7.5.0., which are shown in Table 1.

b) There are one hundred samples for the combination model, and each sample has three input parameters and one output parameter, which are shown in Table 2.

c) Error weighting coefficient $\alpha$=1, adaptive fitness impacting coefficient $\gamma$=1, the longest generation is 100 (Test 1), 10 (Test 2), 100 (Test 3), the probabilities for crossover, selection and mutation operations are 0.7, 0.2, and 0.1 respectively in all of tests. When the number of generations is over 50, the probabilities for crossover, selection and mutation operations are changed to 0.6, 0.15, and 0.25 respectively in all of tests. The population size is 50 (Test 1), 500 (Test 2), 1000 (Test 3), and the experiment is performed 5 times. The combination model with lowest adaptive fitness is selected as the experiment results.

d) In order to observe the best results that the algorithm can obtain in predetermined number of generations, the stopping criterions of the algorithm are that the adaptive fitness is equal to zero or the biggest number of generations is reached.

e) Record the adaptive fitness, the number of nodes and the number of generations for the combination models that are produced by every sample. Present the tree structure of the combination model through figure.

Respectively, figure 1, 4 and 7 show the number of levels and the numbers of nodes (including the number of model nodes and the number of parameter nodes) for the combination model with the best adaptive fitness in each generation of the population in Test 1, Test 2 and Test 3. Similarly, figure 2, 5 and 8 illustrate the best adaptive fitness in each generation of the population in Test 1, Test 2 and Test 3, and Figure 3, 6 and 9 presents the structure of the combination model in Test 1, Test 2 and Test 3.

The following conclusions can be obtained through the experiment:

1) Based on samples, the algorithm can present multi-level multi-node combination models through genetic operations while it is not necessary for the users to understand the models. Therefore, users without domain knowledge can also create models though their samples.
<table>
<thead>
<tr>
<th>Model name</th>
<th>The number of input parameters</th>
<th>Model name</th>
<th>The number of input parameters</th>
<th>Model name</th>
<th>The number of input parameters</th>
<th>Model name</th>
<th>The number of input parameters</th>
<th>Model name</th>
<th>The number of input parameters</th>
<th>Model name</th>
<th>The number of input parameters</th>
<th>Model name</th>
<th>The number of input parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>divide</td>
<td>2</td>
<td>acos</td>
<td>1</td>
<td>sinh</td>
<td>1</td>
<td>acosh</td>
<td>1</td>
<td>log2</td>
<td>1</td>
<td>square</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sqrt</td>
<td>1</td>
<td>atan</td>
<td>1</td>
<td>sin</td>
<td>1</td>
<td>ceil</td>
<td>1</td>
<td>expn</td>
<td>1</td>
<td>round</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>power</td>
<td>2</td>
<td>times</td>
<td>2</td>
<td>cos</td>
<td>1</td>
<td>ceil</td>
<td>1</td>
<td>max</td>
<td>2</td>
<td>csc</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>abs</td>
<td>1</td>
<td>plus</td>
<td>2</td>
<td>tan</td>
<td>1</td>
<td>conj</td>
<td>1</td>
<td>max</td>
<td>2</td>
<td>csc</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>log</td>
<td>1</td>
<td>minus</td>
<td>2</td>
<td>tanh</td>
<td>1</td>
<td>cot</td>
<td>1</td>
<td>hypot</td>
<td>2</td>
<td>logp</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ceil</td>
<td>1</td>
<td>mod</td>
<td>2</td>
<td>asin</td>
<td>1</td>
<td>cotd</td>
<td>1</td>
<td>floor</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 1 The best number of levels and nodes in each generation (Test 1).

Figure 2 The best adaptive fitness in each generation (Test 1).

Figure 3 The structure of the combination model (Test 1).

Figure 4 The best number of levels and nodes in each generation (Test 2).

Figure 5 The best adaptive fitness in each generation (Test 2).

Figure 6 The structure of the combination model (Test 2).

Figure 7 The best number of levels and nodes in each generation (Test 3).

Figure 8 The best adaptive fitness in each generation (Test 3).
IV. CONCLUSION

Current model selection algorithms do not pay much attention to the data of the samples and can not present decision support models based on data. In this paper, a new model combination algorithm is developed based on genetic programming. Our algorithm can present combination models through the sample data. Experiment results show that the algorithm can efficiently utilize the potential information included in the sample data and present the structure of combination model for reference. The algorithm is independent of the domain knowledge; thus nonprofessionals can also create their combination models according to their sample data. But the efficiency of algorithm depends greatly on the samples and can not judge the validity of the sample data. Also, the produced combination model is not easily understood. All of these are the future work of our research.
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