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Abstract—In this paper we present a heuristic algorithm based on the formulation space search method to solve the circle packing problem. The circle packing problem is the problem of finding the maximum radius of a specified number of identical circles that can be fitted, without overlaps, into a two-dimensional container of fixed size. In this paper we consider a variety of containers: the unit circle, unit square, rectangle, isosceles right-angled triangle and semicircle. The problem is formulated as a nonlinear optimisation problem involving both Cartesian and polar coordinate systems.

Formulation space search consists of switching between different formulations of the same problem, each formulation potentially having different properties in terms of nonlinear optimisation. As a component of our heuristic we solve a nonlinear optimisation problem using the solver SNOPT.

Our heuristic improves on previous results based on formulation space search presented in the literature. For a number of the containers we improve on the best result previously known. Our heuristic is also a computationally effective approach (when balancing quality of result obtained against computation time required) when compared with other work presented in the literature.
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I. INTRODUCTION

The circle packing problem considered here is concerned with arranging a fixed number (n) of identical circles in a container without any overlap. In this paper we consider the two-dimensional variant of the problem, in particular the well-known case when the container is itself a circle. Other cases that are often encountered, and which will also be considered in this paper, are when the container is a square, rectangle, isosceles right-angled triangle or semicircle.

In terms of optimisation there are two different (but equivalent) ways to view the problem, namely:

1) to maximise the radius associated with the n circles when the container size (area) is fixed
2) to minimise the size (area) of the container to accommodate n circles of fixed radius

Adopting the first viewpoint Figure 1 is an example of how n = 7 circles can be placed with maximum radius into the unit circle (a circle of radius one), the unit square (a square with side one) and a rectangle of length five and width one.

These two viewpoints are in fact equivalent because there exists a one-to-one relationship (based on scaling) between them. Consider, for the purposes of illustrating this equivalence, the container being a circle.

With respect to the first view of the problem, to maximise the radius associated with the n circles when the container size (area) is fixed suppose (without loss of generality) that the container is the unit circle. Figure 1 shows how n = 7 circles can be placed with maximum radius (R, say) into this containing unit circle.

With respect to the second view of the problem the equivalent problem is to minimise the size (area) of the containing circle to accommodate n circles of fixed radius. Suppose (without loss of generality) that the n circles are of unit radius. For the containing circle area is directly proportional to the square of the radius,
so minimising area can be achieved by minimising the radius of the containing circle.

If we scale the unit circle solution seen in Figure 1 by $1/R$ so that the $n$ circles have the required unit radius then we will have a containing circle of radius $1/R$ with $n = 7$ unit circles contained within it. As the solution before scaling was optimal under the first viewpoint, it can be easily seen that the solution after scaling must be optimal under the second viewpoint (since if not we would have a contradiction).

The circle packing problem has a long history and a wide variety of applications. An introduction to its history can be found in Szab et al [22]. Industrial applications of the circle packing problem such as: circular cutting, container loading, cylinder packing, facility dispersion and communication networks, facility and dashboard layout, are considered in Castillo et al [3].

This paper is organised as follows. In Section 2 we give a literature survey as to the circle packing problem and the approach used in this paper, formulation space search. In Section 3 we present our formulation of the circle packing problem and in Section 4 we describe our heuristic. Computational results are presented in Section 5 and in Section 6 our conclusions are given.

II. Literature Survey

Hifi and M’Hallah [11] have very recently provided an extremely comprehensive literature review of work relating to the circle packing problem considered in this paper. Hence, for reasons of space, we shall not provide a detailed literature survey here. Rather we will just review the few relevant papers that have appeared since that survey was done. We do however survey in this section papers that are especially relevant to our chosen approach, formulation space search (denoted by FSS).

A. Circle packing

Birgin and Gentil [1] consider the problem of packing identical circles of unit radius in a variety of containers (circles, squares, rectangles, equilateral triangles and strips of fixed height). Their approach is focused on examining the contacts that the circles make with each other and the container. In order to determine these contacts they make use of the solution given by the heuristic algorithm of Birgin and Sorbal [2]. To avoid any loss in accuracy (such as occurs in Birgin and Sorbal [2]) they include a correction step in their procedure that adjusts circle centres if any two circles are overlapping.

One issue that arises in their work is the treatment of loose circles (“rattlers”) that may have few contacts. One such loose circle (with zero contacts and potentially many possible positions) can be seen in the top-left of the square in Figure 1.

Birgin and Gentil [1] give computational results for problems involving up to 50 circles. They compare their results with those given at the Packomania web site of Specht [21]. That website, first established in 1999, is periodically updated with improved results from a continuously running search, as well as with improved results communicated by other researchers. As such this website represents the “gold standard” against which results from any approach should be compared. In this paper we do compare the results from our formulation space search heuristic to this “gold standard”.

Grosso et al [5] use an approach based on monotonic basin hopping [14], [23], extended to population basin hopping [6]. Monotonic basin hopping is essentially a single solution heuristic consisting of the application of a local search descent procedure starting from a perturbation of a locally optimal solution. Population basin hopping is a modification where a population of solutions are maintained. They give computational results for their approach for the problem of packing up to 100 identical circles of unit radius into a containing circle, as well as for the problem of packing up to 162 non-identical circles into a containing circle.

Liu et al [16] use an approach based on energy landscaping paving [8]. This is an iterative approach whereby the centre of a chosen circle is repositioned at each iteration. They give computational results for their approach for the problem of packing up to 100 identical circles of unit radius into a containing circle, as well as for the problem of packing up to 162 non-identical circles into a containing circle.

Liu et al [17] extend Liu et al [16] by introducing gradient descent into the approach. They give computational results for their approach for the problem of packing up to 50 non-identical circles into a containing circle, as well as for the problem of packing up to 50 identical spheres of unit radius into a containing sphere.

Liu et al [15] make a number of modifications to the algorithm of Liu et al [17]. They give computational results for their approach for the problem of packing up to 17 non-identical circles into a containing circle, as well as for the problem of packing up to 91 identical circles into a containing circle.

B. Formulation space search (FSS)

Formulation space search is based on the observation that when considering a nonlinear optimisation problem different formulations of the same problem may have different properties. In particular when using a nonlinear
solver with a particular formulation we may reach a stationary point in the solution space. However this point may not be a stationary point with respect to a different formulation of the problem.

Hence, by taking the same point in the solution space, but by utilising a different formulation, we may be able to use the nonlinear solver to improve the solution. This leads naturally to the idea of switching between formulations and repeating the process until we have a solution that is stationary with respect to all of the formulations considered.

Formulation space search was first proposed by Mladenovic et al [18] in the context of the circle packing problem. They consider packing identical circles into the unit circle and unit square. They alternate between two nonlinear formulations: one where all circle centres are expressed in Cartesian coordinates; the other where all circle centres are expressed in polar coordinates. They give computational results for their approach (which they call reformulation descent) for problems involving packing up to 100 identical circles into the unit circle and unit square. They also give computational results for approaches that work with a single formulation of the problem.

Mladenovic et al [19] build upon Mladenovic et al [18] in several respects. Firstly, instead of having all circle centres expressed in the same coordinate space (Cartesian or polar) they have a mixed strategy, with some circle centres being expressed in Cartesian coordinates, the remainder in polar coordinates. They change (in a systematic fashion) the number of centres expressed in polar coordinates. Secondly, they reduce the number of constraints by ignoring overlap constraints for circles whose centres (at the initial solution, before optimisation) are sufficiently far apart. They present results for the problem of packing up to 100 identical circles into the unit circle which show that they improve upon the quality of the results achieved as compared to Mladenovic et al [18].

Formulation space search is a new and relatively unexplored idea in the literature. It has been applied to only a few problems in the literature additional to circle packing (e.g. timetabling, Kochetov et al [13]). More discussion as to formulation space search can be found in Hansen et al [7]. A related approach is variable space search, which has been applied to graph colouring (Hertz et al [9], [10]).

III. FORMULATION

In this paper we formulate the circle packing problem from the viewpoint of maximising the radius associated with the \( n \) circles when the container size (area) is fixed. The circle packing problem can be formulated as a nonlinear optimisation problem and a variety of formulations of the problem are given in the literature. Here we adopt a slightly unusual formulation in that we use both Cartesian and polar coordinates. The reason for this is that it will lead naturally to the heuristic we present later.

Below we formulate the problem when the container is the unit circle (circle of radius one) which is centered at the origin of the two-dimensional plane. We discuss in later sections below how this formulation needs to be (slightly) modified for differing containers. Let:

- \( C \) be the set of circles whose centres are expressed in Cartesian coordinates, so for circle \( i \in C \) its centre is at \( (x_i, y_i) \) in Cartesian coordinates
- \( P \) be the set of circles whose centres are expressed in polar coordinates, so for circle \( i \in P \) its centre is at \( (r_i, \theta_i) \) in polar coordinates (where \( C \cap P = \emptyset \) and \( C \cup P = \{1, ..., n\} \)
- \( Q \) be the set of all pairs \( \{(i, j) | i = 1, ..., n; j = 1, ..., n; i \neq j\} \)
- \( R \) be the radius associated with each of the \( n \) circles
- \( R_{\text{overlap}} \) be an upper bound on \( R \), formally \( R_{\text{overlap}} \) is the maximum radius that the circles can have before they must overlap due to area considerations, defined here by equating the area of the containing unit circle (\( \pi R^2 \)) to the total area of the \( n \) circles (\( n \pi R_{\text{overlap}}^2 \)), so \( R_{\text{overlap}} = 1/\sqrt{n} \)

Although we have above (using disjoint sets \( C \) and \( P \)) separated centres expressed in Cartesian and polar coordinates note here that the relationship between the two coordinate systems is that a point \( (x, y) \) in Cartesian space has equivalent coordinates \( (r, \theta) \) in polar space where \( x = r \cos(\theta) \) and \( y = r \sin(\theta) \). Our formulation of the circle packing problem is:

The objective, equation (1), maximises the radius associated with the circles. Equations (2) and (3) are the constraints which ensure that every circle is fully inside the container, in this case the unit circle. Notice here that whilst equation (2) is a nonlinear equation when expressed in Cartesian form, it is a linear equation, equation (3), when expressed in polar form.

Equations (4)-(6) ensure that no circles overlap each other. Equation (4), for example, says that the Euclidean distance between the centres of circle \( i \) and circle \( j \), \( \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \) must be at least \( 2R \) (since each circle is of radius \( R \)). Note here that for computational reasons we (as is common in the literature) have squared both sides of this constraint to eliminate the square root. Equations (5)-(6) are as equation (4), but where one or both of the circles has its centre expressed in polar coordinates.
Fig. 2. A mixed Nonlinear formulation of the Circle Packing Problem

Equations (7)-(11) are the limits on the variables. Note here that although equations (7) and (8) can be deduced from equation (2), and equation (9) can be deduced from equation (3), they are given here for completeness. Equation (10) limits the polar angle, so avoiding a multiplicity of equivalent solution values, $\theta_i + k(2\pi)$ for all integer values of k.

IV. Formulation Space Search Heuristic

A. Overview

Our FSS heuristic starts from the formulation of the circle packing problem, equations (1)-(11), given above. We switch between different formulations by alternating the sets of circles whose centres are expressed in Cartesian/polar coordinates.

The difficulty with the formulation given above is clearly the number of nonlinear overlap constraints, equations (4)-(6), which number in total $|Q| = n(n - 1)/2$. In order to reduce these constraints we introduce additional linear constraints on the range of possible values for centre coordinates. This enables us to deduce whether or not two circles can overlap and hence reduce the size of $Q$.

One numeric issue that has to be addressed is that the results given at the Packomania web site of Specht [21] are given to a very high degree of decimal place accuracy (30 decimal places). In order to address this issue we have a step in our heuristic to ensure that solutions given by our nonlinear optimisation solver (SNOPT which is the acronym for Sparse Nonlinear OPTimizer [4], [12]) are corrected to be feasible when expressed with a high degree of accuracy. This is especially important since there are examples in the literature, e.g. [2] as noted in [1], where the results given are invalid due to a lack of sufficient precision.

In this section we present details of the main components of our FSS heuristic, together with pseudocode for it, focusing on the container being the unit circle. We also indicate the (minor) changes to our FSS heuristic that are necessary for differing containers, specifically: the square, rectangle, isosceles right-angled triangle and semicircle.

B. Overlap constraints

In order to reduce the number ($|Q|$) of nonlinear overlap constraints we need to reduce the size of $Q$. This can be done by, for each circle $i$, having a known point $(X_i, Y_i)$ and not allowing the centre of the circle to move more than $\Delta$ (in any direction) from this point (all centres being regarded as being expressed in Cartesian coordinates, for simplicity of presentation). Given these restrictions the constraints on the centre coordinates of circle $i$ become $X_i - \Delta \leq x_i \leq X_i + \Delta$ and $Y_i - \Delta \leq y_i \leq Y_i + \Delta$, i.e. $x_i \in [X_i - \Delta, X_i + \Delta]$ and $y_i \in [Y_i - \Delta, Y_i + \Delta]$.

Consider the nonlinear overlap constraint equation (4). This involves the term $(x_i - x_j)^2$ for two circles $i$ and $j$, whose centres now have a restricted range, so we can deduce the minimum value that this term can take. Given the ranges, $x_i \in [X_i - \Delta, X_i + \Delta]$ and $x_j \in [X_j - \Delta, X_j + \Delta]$ these two ranges overlap (in other words $x_i$ can equal $x_j$) if and only if one of the end points lies in the other range. In other words these ranges overlap if:
If the ranges overlap then the minimum value of \((x_i - x_j)^2\) is zero. If the ranges do not overlap then the minimum value of \((x_i - x_j)^2\) will occur when \(x_i\) and \(x_j\) take values at the end of their ranges, so in this case the minimum value of \((x_i - x_j)^2\) will be:

\[
\min \{ X \Delta_1, X \Delta_2, X \Delta_3, X \Delta_4 \} \quad (13)
\]

where,

\[
X \Delta_1 = |(X_i - \Delta) - (X_j - \Delta)|^2, X \Delta_2 = |(X_i - \Delta) - (X_j + \Delta)|^2
\]
\[
X \Delta_3 = |(X_i + \Delta) - (X_j - \Delta)|^2, X \Delta_4 = |(X_i + \Delta) - (X_j + \Delta)|^2
\]

In a similar manner we can compute the minimum value of the \((y_i - y_j)^2\) term in equation (4) as zero if:

\[
Y_i - \Delta \in [Y_j - \Delta, Y_j + \Delta] \text{ or } Y_i + \Delta \in [Y_j - \Delta, Y_j + \Delta] \text{ or }
\]
\[
Y_j - \Delta \in [Y_i - \Delta, Y_i + \Delta] \text{ or } Y_j + \Delta \in [Y_i - \Delta, Y_i + \Delta] \quad (14)
\]

and as:

\[
\min \{ Y \Delta_1, Y \Delta_2, Y \Delta_3, Y \Delta_4 \} \quad (15)
\]

where;

\[
Y \Delta_1 = |(Y_i - \Delta) - (Y_j - \Delta)|^2, Y \Delta_2 = |(Y_i - \Delta) - (Y_j + \Delta)|^2
\]
\[
Y \Delta_3 = |(Y_i + \Delta) - (Y_j - \Delta)|^2, Y \Delta_4 = |(Y_i + \Delta) - (Y_j + \Delta)|^2
\]

Figure 3 illustrates the above graphically. In this figure we have two known points, \((X_i, Y_i)\) and \((X_j, Y_j)\), and the square surrounding each point indicates the range within which the centre’s, \((x_i, y_i)\) and \((x_j, y_j)\), for circles \(i\) and \(j\) can be located. The minimum value of \((x_i - x_j)^2\) is determined by squaring of the length of the horizontal line A to B joining the left-hand square to the right-hand square, namely \(|(X_i - \Delta) - (X_j + \Delta)|^2\). The minimum value of \((y_i - y_j)^2\) is zero (since the ranges overlap).

Now if the sum of these minimum values for \((x_i - x_j)^2\) and \((y_i - y_j)^2\) is \(\geq 4R^2\) (compare equation (4)) then there is no need to impose a nonlinear overlap constraint for circles \(i\) and \(j\), because they cannot overlap each other by definition given the ranges imposed.

With reference to Figure 3 then given the square ranges allowed for circles \(i\) and \(j\) the best possible position for these circles (each of radius \(R\)) in any attempt to have them overlap would be centre them at A and B respectively. If the distance from A to B is \(\geq 2R\) (equivalently the squared distance is \(\geq 4R^2\)) then there is no need to impose a nonlinear overlap constraint for circles \(i\) and \(j\).

Clearly we do not know \(R\), since that is a variable in the optimisation, but we can replace it by any valid upper bound which we do know, here we use \(R_{\text{overlap}}\). Hence if the sum of these minimum values is \(\geq 4R_{\text{overlap}}^2\) circles \(i\) and \(j\) cannot overlap and the pair \((i, j)\) need not be included in \(Q\). Conversely if this sum is \(< 4R_{\text{overlap}}^2\) the pair \((i, j)\) does need to be included in \(Q\).

Hence, in summary here, we take all pairs \((i, j)\) of circles, do the calculation (equations (12)-(15)) outlined above (which is computationally an easy task) and thereby identify the pairs of circles that do need to be included in \(Q\).

We denote the above procedure as \(\text{OverlapSet}(X, Y, \Delta, R_{\text{overlap}})\) and it returns the set \(Q\) of pairs of circles.

We would comment here that other authors in the literature have also attempted to reduce the number of overlap constraints. Mladenovic et al [19] reduce the number of constraints by ignoring overlap constraints for circles whose centres (at the initial solution, before optimisation) are sufficiently far apart. The disadvantage of their approach is that they do not constrain the movement of any circle centre in the optimisation (unlike our approach above). An important difference therefore between our paper and earlier formulation space search work for circle packing (such as Mladenovic et al [18] who did not reduce overlap constraints, and Mladenovic et al [19]) is the use of constraints that limit the range of movement for circle centres.

Birgin and Gentil [2] use a distinctly different approach to reduce the number of overlap constraints. They first replace the \(n(n - 1)/2\) overlap constraints, equations (4)-(6), by a single constraint which is the sum of \(n(n - 1)/2\) nonlinear terms. Then, in order to reduce the computational effort relating to evaluating
this constraint (which they may need to do many times during the course of a nonlinear solution algorithm), they consider a partition of the container into regions in such a way that circles whose centres are not in the same (or an adjacent) region cannot contribute to the constraint. Essentially therefore their approach consists of replacing \( n(n - 1)/2 \) overlap constraints, each of which is computationally inexpensive to evaluate numerically (requiring \( \mathcal{O}(1) \) operations), by a single constraint that computationally requires \( \mathcal{O}(n(n - 1)/2) \) operations to evaluate.

C. Optimisation problem

In our FSS heuristic the sets \( C \) and \( P \) are of approximately equal size. Limited computational experience indicated that, whilst we impose range constraints on all circles in terms of computing \( Q \) (as described above), it was sufficient purely to impose range constraints on circles whose centres are expressed in Cartesian coordinates in terms of the optimisation. This allows additional flexibility for positioning of circles whose centres are expressed in polar coordinates. Although this might result in some circles overlapping in the optimisation solution any such overlaps are corrected after solution as explained in Section IV-D below.

Hence (at each iteration) the nonlinear optimisation problem that we solve is optimise \((1)\) subject to \((2)-(11)\) and

\[
X_i - \Delta \leq x_i \leq X_i + \Delta \\
Y_i - \Delta \leq y_i \leq Y_i + \Delta \quad \forall i \in C
\]

We denote this nonlinear optimisation problem as \( \text{NLP}(x^0, y^0, C, P, Q, X, Y, \Delta, R_{\text{overlap}}) \) where \( x^0 \) and \( y^0 \) represent an initial solution for our optimisation solver SNOPT. In the computational results reported later below we set an initial solution for this solver by randomly generating \( x_i^0 \in (X_i - \Delta, X_i + \Delta) \) and \( y_i^0 \in (Y_i - \Delta, Y_i + \Delta) \) \((i = 1, \ldots, n)\).

D. Correction

As mentioned previously above one numeric issue that has to be addressed is that we need to ensure that solutions given by our nonlinear optimisation solver when we solve \( \text{NLP}(x^0, y^0, C, P, Q, X, Y, \Delta, R_{\text{overlap}}) \) are correct when expressed with a high degree of decimal place accuracy. Let the solution from the solver be \([[(x_i, y_i), i = 1, \ldots, n]]\) when expressed in Cartesian coordinates.

Our correction procedure has two parts. First we need to ensure that the solution (i.e. the circle centres) are inside the container. Then we need to find the radius that corresponds to the given circle centres such that the circles do not overlap and are fully inside the container. The procedure we adopted is set out below.

We first need to ensure that the solution \([(x_i, y_i), i = 1, \ldots, n]]\) from the solver is inside the unit circle. So if \( x_i^2 + y_i^2 > 1 \) (for any \( i \)) we (arbitrarily) set \( x_i = x_i^0 \) and \( y_i = y_i^0 \) (if that point \((x_i, y_i)\) is itself inside the unit circle). If \((x_i, y_i)\) is itself outside the unit circle we first express \((x_i, y_i)\) in polar form; keep the polar angle and (arbitrarily) set the polar radius to be a random number drawn from \((0,0.99)\); then re-express the centre in Cartesian form.

Now we set:

\[
R = \min \left\{ \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}/2 \right\}
\]

where \( i = 1, \ldots, n; \ j = 1, \ldots, n; \ i < j \) to ensure that the radius \( R \) is such so as to prevent circles from overlapping and then set:

\[
R^* = \min \{ R, \min \{ 1 - \sqrt{x_i^2 + y_i^2} \mid i = 1, \ldots, n \} \}
\]

E. FSS Pseudocode

Below we show the pseudocode for our FSS heuristic. Our heuristic needs a value for \( \Delta \) which, Section IV-B, restricts the movement of circle centres and is used in the determination of the set of circles \( Q \) that can potentially overlap. Based on limited computational experience with five arbitrarily selected values of \( n \) we set \( \Delta = \frac{2}{3} \) (current radius \( R^* \)).

Our pseudocode is shown in Algorithm 1. In that pseudocode \( R_{\text{best}} \) is the maximum radius encountered over all iterations and \( t \) is an iteration counter. We define the sets \( C \) and \( P \) by randomly allocating each circle \( i \) \((i = 1, \ldots, n)\) either to \( C \) or to \( P \). We switch
between different formulations by alternating the sets of circle whose centres are expressed in Cartesian/polar coordinates. After solution the circle centres become the positions from which we restrict movement by the factor $\Delta$. Here if the current radius $R^*$ is very small we use $R_{\text{overlap}}$ to set a value for $\Delta$.

The first initial solution $(X_i, Y_i)$ $i = 1, \ldots, n$ is generated by randomly placing $n$ circles in the container. Here, for the unit circle, this is done using: choose $r_i$ uniformly from $[0, 1]$; choose $\theta_i$ uniformly from $[0, 2\pi]$; express the centre in Cartesian coordinates $(X_i, Y_i)$. Limited computational experience indicated that an appropriate termination condition was to terminate the heuristic once eighty iterations had been performed (i.e. when $t = 80$).

In the computational results reported later below we replicated our FSS heuristic twenty-five times, each time from a different initial starting solution. In such cases we (naturally) report the best (maximum) radius found over all replications.

**Algorithm 1** Formulation space search pseudocode

Initialisation: $\Delta \leftarrow \frac{2}{10} R_{\text{overlap}}$ $R_{\text{best}} \leftarrow 0$ $t \leftarrow 0$

Randomly generate an initial solution $(X, Y)$

Iterative process:

while not termination condition do

$Q \leftarrow \text{OverlapSet}(X, Y, \Delta, R_{\text{overlap}})$ \{find the overlap set $Q$\}

Solve $\text{NLP}(x^0, y^0, C, P, Q, X, Y, \Delta, R_{\text{overlap}})$ to give $(x, y)$

$R^* \leftarrow \text{Correction}(x^0, y^0, x, y)$ \{correct the radius\}

$R_{\text{best}} \leftarrow \max\{R_{\text{best}}, R^*\}$ \{update $R_{\text{best}}$\}

if $R^* \leq 0.001$ $\Delta \leftarrow \frac{1}{10} R_{\text{overlap}}$ else $\Delta \leftarrow \frac{2}{10} R^*$ \{update $\Delta$\}

$t \leftarrow t + 1$ \{update iteration counter\}

$C \leftarrow P \ P \leftarrow \{1, \ldots, n\} - C$ \{swap the sets $C$ and $P$\}

$(X, Y) \leftarrow (x, y)$ \{set $(X, Y)$ to the current solution\}

end while

The algorithmic details given in Algorithm 1 are based on the container being the unit circle. For different containers some minor changes are needed as outlined below. For all of the containers considered below some changes are generic in nature and so (for reasons of space) are not given in detail for individual containers. These are:

- The first initial solution $(X_i, Y_i)$ $i = 1, \ldots, n$ is generated by randomly placing $n$ circles in the container.

- With respect to the correction procedure $\text{Correction}(x^0, y^0, x, y)$ we need to ensure that the circle centres $[(x_i, y_i), i = 1, \ldots, n]$ from the optimiser are inside the container. Our computational experience is that the optimiser solution being outside the container happens relatively infrequently and so we do not detail here the procedures we adopt (essentially move any circle centres that are outside the container inside), merely note that procedures to account for this situation must be in place.

We would comment here that one of the advantages of our heuristic, as the sections below will indicate, is that it is easy to adapt for a variety of different containers.

**F. Rectangular and square containers**

For the case of a rectangular container we consider a rectangle of length $L$, width $W$, centered at the Cartesian origin. If the container is the square then (obviously) $L = W$, where the case of the unit square corresponds to $L = W = 1$. The modifications needed to change from the container being the unit circle (as considered above) are relatively minor. We detail them below.

1) **Formulation changes:** $R_{\text{overlap}}$, the upper bound on the radius, is now defined using $n\pi R^2_{\text{overlap}} = LW$, so $R_{\text{overlap}} = \sqrt{LW/n\pi}$.

Equations (2) and (3) that ensure that the circles are inside the container must be changed. Equation (2) is replaced by:

$$-\frac{L}{2} \leq x_i + R \leq \frac{L}{2}$$
$$-\frac{L}{2} \leq x_i - R \leq \frac{L}{2}$$
$$-\frac{W}{2} \leq y_i + R \leq \frac{W}{2}$$
$$-\frac{W}{2} \leq y_i - R \leq \frac{W}{2} \quad \forall i \in C$$

The polar replacement of equation (3) is simply as equation (19), but with Cartesian variables replaced by their polar equivalents.

With respect to the constraints, equations (7)-(11), setting variable limits then in the rectangular case equations (7) and (8) are no longer valid and are deleted. Equation (9), which bounds the polar radius, is replaced by:

$$0 \leq r_i \leq \sqrt{\left(\frac{L}{2}\right)^2 + \left(\frac{W}{2}\right)^2} \quad \forall i \in P$$

2) **FSS heuristic changes:** With respect to the correction procedure $\text{Correction}(x^0, y^0, x, y)$ and finding the radius that corresponds to the given circle centres such that the circles do not overlap and are fully inside the container then equation (17), which ensures that the circles do not overlap, is as before. Equation (18), to ensure that the circles are fully inside the container, is replaced by

$$R^* = \min \{R, \min \{L/2 - |x_i|, W/2 - |y_i| \mid i = 1, \ldots, n\}\}$$
G. Triangular container

For the case of the triangular container we consider an isosceles right-angled triangle (as in Specht [21]) where the two equal sides are each of length $L$ and they join at the origin of the Cartesian plane. Their intersections with the third side of the triangle are at coordinates $(0, L)$ and $(L, 0)$.

1) Formulation changes: $R_{\text{overlap}}$, the upper bound on the radius, is now defined using $n\pi R_{\text{overlap}}^2 = L^2/2$, so $R_{\text{overlap}} = L/\sqrt{2n\pi}$.

Equations (2) and (3) that ensure that the circles are inside the container must be changed. Equation (2) is replaced by:

$$x_i \geq R \quad y_i \geq R \quad x_i + y_i + \sqrt{2}R \leq L \quad \forall i \in C$$

(22)

Equation (3) is replaced by the equivalent polar expression of (22).

With respect to the constraints, equations (7)-(11), setting variable limits then equations (7) and (8) are no longer valid and are deleted. Equations (9) and (10) are replaced by

$$0 \leq r_i \leq L \quad 0 \leq \theta_i \leq \pi/2 \quad \forall i \in P$$

(23)

2) FSS heuristic changes: Equation (18), to ensure that the circles are fully inside the container, is replaced by

$$R^* = \min \{R, \min \{x_i, y_i, \{(L - x_i - y_i)/\sqrt{2} \mid i = 1, \ldots, n\}\}\}$$

(24)

H. Semicircular container

Here we consider the semicircular container as the upper half of the unit circle centred at the origin of the Cartesian plane.

1) Formulation changes: $R_{\text{overlap}}$, the upper bound on the radius, is now defined using $n\pi R_{\text{overlap}}^2 = \pi 1^2/2$, so $R_{\text{overlap}} = 1/\sqrt{2n}$.

To ensure that no circle lies outside the container the following constraint must be added

$$y_i \geq R \quad \forall i \in C$$

(25)

Equation (8) is replaced by $0 \leq y_i \leq 1 \forall i \in C$ and equation (10) is replaced by $0 \leq \theta_i \leq \pi \forall i \in P$.

2) FSS heuristic changes: Equation (18), to ensure that the circles are fully inside the container, is replaced by

$$R^* = \min \{R, \min \{y_i, \{1 - \sqrt{x_i^2 + y_i^2} \mid i = 1, \ldots, n\}\}\}$$

(26)

V. Computational Results

The results given in this section for our FSS heuristic were produced using an Intel Core 2 pc (2.26GHz, 4GB RAM). Our heuristic was coded in MATLAB 7.0 and as a subroutine used the nonlinear optimisation solver SNOPT [4], [12].

In this section we present results for six different containers: the unit circle, the unit square, a rectangle of length five and width one, a rectangle of length ten and width one, a right-angled isosceles triangle where both equal sides are of length one and a semicircle of radius one. We compare our results against the results given at the Packomania web site of Specht [21], as well as against the results presented by others in the literature.

A. Comparison with the results given at the Packomania web site of Specht [21]

The results presented in Table I correspond to three cases: when the container is the unit circle, the unit square and a rectangle of length $L = 5$ and width $W = 1$. In that table we give (for each value of $n$):

- the best known result (radius) as from Specht [21]
- the percentage deviation for our FSS heuristic calculated using $100(\text{best} - R_{\text{best}})/\text{best}$, where $\text{best}$ is the best known radius from [21] and $R_{\text{best}}$ is the best (maximum) radius found by our FSS heuristic
- the total time taken (over all iterations/replications) by our FSS heuristic (in seconds)

Note here that the best known results given at [21], seen in Table I, are periodically updated and as such they represent the accumulated best results from all previous work. Hence in comparing our FSS heuristic against these results we are implicitly comparing (at least with respect to quality of result) our heuristic against all previous work.

The results given at the Packomania web site of Specht [21] are given with a high degree of precision (decimal places). Here we have given results to twelve decimal places of accuracy (but note that in Section IV-D we can, using MATLAB, compute results to any desired level of accuracy).

Table II presents the same information as Table I, but for the cases when the container is a rectangle of length $L = 10$ and width $W = 1$, a right-angled isosceles triangle with equal sides of length $L = 1$ and a semicircle of radius one.

The zero percentage deviations seen for some cases associated with $n = 250, 500$ in Table I and Table II arise because no solutions have been reported to date at [21] for problems of this size. In these cases the values given
as the best known result are the radii given by our FSS heuristic. Considering Table I and Table II it is clear that (on average) our FSS heuristic produces low percentage deviations. Computationally it is clear that the two rectangular container cases require the most time (on average).

B. Improvements on best known results

In Table II it can be seen that for \( n = 30, 60, 65, 90, 100 \) when the container is the right-angled isosceles triangle, a negative percentage deviation is given. This implies that our FSS heuristic, for these cases, found better solutions than had been found and reported to date in Specht [21]. A similar situation occurs when \( n = 50, 60, 65, 70, 80, 85, 95, 100, 125, 150, 175 \) when the container is a semicircle.

Figure 4 shows the solutions associated with Table II for \( n = 30 \) when the container is the right-angled isosceles triangle and for \( n = 50 \) when the container is the semicircle.

Tables I and II only give results for certain values of \( n \). In order to ascertain whether, or not, our FSS heuristic could discover new and improved solutions for other values of \( n \) we used it to solve for values of \( n = 2, 3, \ldots, 150 \) for all of the six containers (unit circle; unit square; rectangle of length \( L = 5 \) and width \( W = 1 \); rectangle of length \( L = 10 \) and width \( W = 1 \); right-angled isosceles triangle with equal sides of length \( L = 1 \); semicircle of radius one) considered in Tables I and II.

For reasons of space we do not present here the detailed results obtained when considering these six different containers. Rather we present a summary of our results as in Table III. For computational reasons we did not venture above \( n = 150 \), other than for the specific values of \( n \) shown in Tables I and II. Obtaining the results seen in Table III required, in total, approximately 246 hours (just over 10 days) of computation. In Table III, for \( 2 \leq n \leq 150 \), we show:

- the number of improved cases (an improved case being one where we improved on the best known result reported in Specht [21])
- the average % deviation from (previously) best known for these improved cases
- the values of \( n \) for these improved cases
- the average % deviation (from previously best known result) over all the \( n \) values considered
- the average time taken in seconds (averaged over all the \( n \) values considered)

It can be seen from Table III, for example, that the rectangle of length 5 and width 1 has 9 values of \( n \) for which an improved result was found; these corresponded to \( n = 37, 49, 74, 83, 101, 131, 132, 141, 148 \); for these values of \( n \) the average percentage deviation was -0.026620256247 (each individual percentage deviation also being negative as it corresponds to an improved result); the average percentage deviation for \( 2 \leq n \leq 150 \) was 0.0263 and the average time was 1098 seconds.

Figure 5 shows the solutions associated with Table III for \( n = 37 \) when the container is the rectangle of length 5 and width 1 and for \( n = 39 \) when the container is the rectangle of length 10 and width 1.

Considering Table III it is clear that the FSS heuristic we have presented in this paper is able to produce results better than previously best known results. Since Specht [21] is updated with results from all authors (indeed some of the results reported in this paper have already been communicated to Specht [21] and can be seen on the Packomania web site) this is a significant achievement.

Whilst, for the unit circle and unit square, our FSS heuristic has been unable to out-perform the best results found over all previous work (there being no values of \( n \) in \( 2 \leq n \leq 150 \) for which we produced a better quality result), the average percentage deviation of our FSS heuristic for those cases is low, 0.0111% for the unit circle, 0.0228% for the unit square, as is the time taken per value of \( n \) (on average approximately 11 minutes for the unit circle, 19 minutes for the unit square). Moreover, as can be seen from the algorithmic description given above as to the modifications needed to deal with different containers, one advantage of our FSS heuristic is that it is easy to adapt for a variety of different containers.

We would stress here that Tables I-III do not compare our FSS heuristic with individual papers presented in the literature, rather they compare it with the best results found over all such work. We later below make individual comparisons between our FSS heuristic and other algorithms presented in the literature.

C. Alternative strategies

The results presented above are based on one particular algorithm. Clearly if we vary the algorithm (even in the extreme change just a single parameter value) we may get different, perhaps better, results. In this section we outline the different FSS strategies that we explored to see if better results could be obtained.

The key algorithmic strategy steps in our FSS heuristic are:

- how we initially separate the \( n \) circles into the set \( C \) whose centres are expressed in Cartesian
In order to explore the influence of these steps on how we update coordinates (any circles not in C being in P so having their centres expressed in polar coordinates), we first update C and P at each iteration of the algorithm.

In order to explore the influence of these steps on the results obtained we considered three different basic strategies. These strategies depend upon a parameter $m$, as detailed below, and we examined $m = \frac{n}{3}, \frac{n}{4}, \frac{2n}{3}, \frac{3n}{4}$. This examination of alternative strategies was (for computational reasons)
TABLE III
FSS IMPROVED RESULTS FOR 2 ≤ n ≤ 150

<table>
<thead>
<tr>
<th>Number of improved cases</th>
<th>Unit circle (UC)</th>
<th>Unit square (US)</th>
<th>Rectangle 5×1</th>
<th>Rectangle 10×1</th>
<th>Triangle (RIT)</th>
<th>Semicircle (Semi)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>–</td>
<td>–</td>
<td>9</td>
<td>6</td>
<td>18</td>
<td>69</td>
</tr>
</tbody>
</table>

Average % deviation for improved cases

<table>
<thead>
<tr>
<th>Values of n for improved cases</th>
<th>37 49 74 83</th>
<th>39 43 76</th>
<th>13 27 30 36</th>
<th>44 48 56 57</th>
<th>60 61 65 68</th>
<th>90 92 100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>101 131 132</td>
<td>82 109 139</td>
<td>111 116 130</td>
<td>141 148 60 61 65 68</td>
<td>92 93 94 95 97 98 100</td>
<td>104 105 106 107 108</td>
</tr>
<tr>
<td></td>
<td>140 141 142 144 146</td>
<td>119 120 121 122 123</td>
<td>124 125 127 130 131</td>
<td>132 133 134 135 136</td>
<td>147 148 149 150</td>
<td>148 149 150</td>
</tr>
</tbody>
</table>

Average % deviation for all values of n

| Average time (seconds) for all values of n | 637 | 1115 | 1098 | 1518 | 869 | 695 |

Fig. 4. Improved solutions for n=30 circles in a right-angled isosceles triangle and for n=50 circles in a semicircle

- Circles shown with the centre as a small circle are in P, circles shown with the centre as an asterisk are in C.
- Radius for n = 30 circles in the right-angled isosceles triangle from [21] is 0.0630612669763349 the radius shown here is 0.0630620019778907
- Radius for n = 50 circles in a semicircle from [21] is 0.0890911354834337, the radius shown here is 0.089093780410282

restricted to the unit circle case and for values of n = 10, 15, ..., 100.

Strategy 1 is called fix and swap FS(m). It consists of fixing the initial cardinality of C to m, where we start by randomly allocating m circles to C. At each iteration we update C and P by swapping them (C ← P, P ← {1, ..., n} − C). In this strategy the cardinality of C will alternate, first m, then n − m, then m, etc.

Strategy 2 is called fix and random FR(m). It consists of fixing the initial cardinality of C to m, where we start by randomly allocating m circles to C. At each iteration we update C by randomly choosing m circles to be in C (P ← {1, ..., n} − C). In this strategy the cardinality of C will always be m.

Strategy 3 is called swap outer SO(m). It consists of fixing the initial cardinality of C to m, where we start by randomly allocating m circles to C. At each iteration we update C and P by swapping those circles i whose distance from the origin (0, 0) of the unit circle to their centre is greater than 0.75 (i.e. \( \sqrt{x_i^2 + y_i^2} \geq 0.75 \)). In this strategy the cardinality of C will vary. Here we used 0.75 as it divides the unit circle into two portions of (approximately) equal area, an inner area where the centre coordinates are left unchanged at each iteration and an outer area where they are swapped.

Whilst there are (potentially) an large number of possible strategies that can be examined the three considered here seemed to us to capture different elements:
then we (statistically) have evidence that
This is a one-sided hypothesis test. If we reject H0
deviation than our current strategy)
that the alternative strategy gives a lower percentage
given by a specific alternative strategy (equivalently
strategy is greater than the average percentage deviation
H1: the average percentage deviation from our current
strategy was better than our existing strategy.

ficient statistical evidence to conclude that an alternative
strategy in order to judge whether, or not, there was suf-
testing approach to comparing them against our existing
existing strategy FS(m)

in fix and swap FS(m) we have a fixed alternating
cardinality and circles swap between Cartesian and
polar coordinates
in fix and random FR(m) we have a fixed cardinality
for C, but circles are randomly allocated to C at
each iteration
in swap outer SO(m) we use the location of a circle
to govern whether or not its coordinate representa
tion changes (and hence C has variable cardinality)

Note here that the results presented above in Tables I-
III and Figures 4 and 5 are for a fix and swap strategy
FS(M), but with M generated by randomly allocating
each circle either to C or to P (so M will be randomly
distributed around n/2). With three basic strategies, each
with nine values for m (\( \frac{n}{3}, \frac{n}{5}, \frac{n}{10}, \frac{2n}{3}, \frac{n}{3}, \frac{2n}{5}, \frac{n}{3}, \frac{4n}{3}, \frac{4n}{5} \)), we have 27 different strategies to compare with our
existing strategy FS(M).

As these strategies, e.g. FR(m), may involve the use
of random numbers we adopted a statistical hypothesis
testing approach to comparing them against our existing
strategy in order to judge whether, or not, there was suf-
cient statistical evidence to conclude that an alternative
strategy was better than our existing strategy.

In our hypothesis testing the null hypothesis was:
H0: the average percentage deviation from our current
strategy is equal to the average percentage deviation
given by a specific alternative strategy
The alternative hypothesis was:
H1: the average percentage deviation from our current
strategy is greater than the average percentage deviation
given by a specific alternative strategy (equivalently
that the alternative strategy gives a lower percentage
deviation than our current strategy)

This is a one-sided hypothesis test. If we reject H0
(accept H1) then we (statistically) have evidence that
there exists a better strategy than our current strategy.

We could use a paired t-test here, but since that techni-
cally assumes normality, we chose to use a Wilcoxon
signed rank test. We computed the p-values for our one-
sided hypothesis test (using the R language for statistical
computing). For those unfamiliar with hypothesis testing
the p-value is the probability that the result we observe
would occur by chance if the null hypothesis was true.
If the p-value is small then this provides evidence that
the null hypothesis H0 is not true and so the alternative
hypothesis H1 should be accepted. In judging whether
the p-value is small the standard approach is to compare
against values such as 0.05 and 0.01 (significance levels
of 5% and 1% respectively).

For reasons of space we do not present here the p-
values we found. However for each of our 27 different
strategies the associated p-value was always greater
than 0.05, indicating that the null hypothesis should be
accepted at the 5% significance level. Based on this we
would conclude that there is no evidence that our current
strategy is out-performed by any of the 27 alternative
strategies we examined.

Of course we are aware that we could have investi-
gated further here. For example we could have inves-
tigated results for containers other than the unit circle
and/or examined further values for m in fix and swap
FS(m), fix and random FR(m) and swap outer SO(m).
We would simply comment here that readers familiar
with algorithmic work such as we present in this paper
will be aware that there are always different choices to be
made, and it is impossible to examine all alternatives in
detail. However we believe that the quality of the results
seen in Tables I-III, plus the quality of our FSS heuristic
when considered against individual papers in the existing
literature (as will be seen later below), mean that the
fix and swap FS($M$) strategy adopted in this paper is justified.

D. Comparison with other formulation space search approaches

In this section we compare (in detail) the results from our FSS heuristic against the work of Mladenovic et al [18], [19], who also used a formulation space search approach.

1) Comparison with Mladenovic et al [18]: Mladenovic et al [18], using an approach which they call reformulation descent (RD), considered both the unit circle and unit square cases. RD works with the Minos nonlinear solver. They also give results for two different formulations of the circle packing problem: one a pure Cartesian formulation (denoted by $M_C$), the other a pure polar formulation (denoted by $M_P$), both using Minos. They also give results for a pure Cartesian formulation using the Spenbar nonlinear solver (denoted by SP).

Table IV shows the results they obtained and is for the case where the container is the unit circle. That table also shows the performance of our FSS heuristic (for the same values of $n$ as considered in [18]).

In Table IV we give a “Best known” result as taken directly from [18]. The values seen are given as the inverse of the circle radius. The reader should be aware here that there are a number of complications in terms of comparing circle packing results presented in the literature:

- some papers give results in terms of the circle radius, others in terms of the inverse of that radius
- the “Best known” value is not a static value, rather it is dynamic as it may change over time as [21] is updated with improved results
- different papers use different degrees of precision (number of decimal places given in the published results)
- some papers present results that are on closer inspection invalid (due to a lack of sufficient numeric precision, typically detected by comparing the detailed results given in the paper with [21])

The column labeled Best known† in Table IV refers to the inverse of best known circle radius at that time and is given here precisely as in [18] with six decimal place accuracy. In computing the percentage deviation from this value the results shown for the four approaches (RD, $M_C$, $M_P$, SP) are calculated as: $100(R_{best}^{-1} - R_{bk}^{-1})/(R_{bk}^{-1})$ where $R_{bk}^{-1}$ is the inverse of the best known radius [so here the value used for this inverse is as shown in the table under Best known†] and $R_{best}^{-1}$ is the inverse of best radius found by an approach. The percentage deviations for our FSS heuristic as seen in this table are also calculated in this way.

The computation times (seconds) shown in Table IV for our FSS heuristic are total computation times, that is the total time for twenty-five replications from different initial solutions (2.26GHz Intel Core 2 pc). The computation time given for the approaches in [18] is the average time per replication (over fifty replications) from different initial solutions (in seconds, 1800MHz Pentium 4 pc).

Considering Table IV it is clear that our FSS heuristic produces results of better quality (lower percentage deviations) than any of the four approaches of [18]. Note here that the negative percentage deviation values seen for FSS indicate that it produced a result better than the Best known† value seen in Table IV. This reflects one of the complications referred to above, in that best known results are not static values, but rather change over time.

Note here that (to two decimal places) for all values of $n$ examined our FSS heuristic produces a better (or equal) quality result than any of the four approaches of Mladenovic et al [18].

With respect to the computation times seen in Table IV the times given for the four approaches of [18] relate to different hardware than we have used. From the times given though we can reasonably conclude that the time required for our FSS heuristic is not excessive (the largest time seen for FSS in Table IV is less than 14 minutes). Moreover our FSS heuristic seems to scale better with increasing $n$, for example in moving from $n=75$ to $n=100$ FSS increases by a factor of $(810/408)=1.99$. It is clear that SP does not scale and the equivalent values for RD, $M_C$ and $M_P$ are 6.81, 2.87 and 2.62 respectively (although note here that of these three approaches only RD, with a scaling factor of 6.81, approaches our FSS heuristic in terms of solution quality). Mladenovic et al [18] did not present results for $n > 100$, by contrast we have presented in Table I results for values of $n$ up to 500.

Table V presents results for the case where the container is the unit square. This table, which has the same format as Table IV, clearly indicates that for this case our FSS heuristic produces results of much better quality than any of the three approaches (RD, $M_C$, $M_P$) of [18].

As for the unit circle case we have that (to two decimal places) for all values of $n$ examined our FSS heuristic produces a better (or equal) quality result than any of the three approaches of Mladenovic et al [18]. Note here that, as for the unit circle case, computation time for our FSS heuristic is not excessive (a maximum time of less than 22 minutes).
2) **Comparison with Mladenovic et al [19]:** Table VI presents, for the unit circle, a comparison between results of our FSS heuristic and those reported in Mladenovic et al [19], where the authors compare their percentage deviation from Best known results with two methods: RD (as in [18]), and a formulation space search heuristic (denoted as FSS-M in Table VI). The approach used in [19] was described in the literature survey section above and that description will not be repeated here.

The results for FSS in Table VI are as in Table IV, but are repeated here for ease of comparison. The results for RD in Table VI are the same in percentage deviation terms as in Table IV, but the computation time (seconds) given relates to a 900MHz Pentium 3 pc. The results for RD and FFS-M in Table VI are for 40 replications, and the computation time given for RD and FSS-M are taken from [19] being the average time per replication.

Considering Table VI it is clear that in terms of quality of results FSS-M outperforms RD, although computationally it requires (188.87/52.36)=3.61 times more effort. Our FSS heuristic outperforms FSS-M, for all 11 values of $n$ examined our FSS heuristic produces a better (or equal) quality result than FSS-M.

In FSS-M Mladenovic et al [19] ignore overlap constraints for circles whose centres (at the initial solution, before optimisation) are sufficiently far apart. Since FSS outperforms FSS-M it seems clear that the strategy adopted in our FSS algorithm of using constraints that limit the range of movement for circle centres is a superior one to use.

3) **Single formulations:** It is of interest to investigate whether (or not) switching between formulations (Cartesian and Polar) is in fact making a difference to the results obtained, or whether our algorithm would do better just to consider a single formulation. Technically the Cartesian only formulation corresponds to $C = \{1, ..., n\}$ and $P = \emptyset$ (with no swapping of the sets $C$ and $P$ in Algorithm 1). The Polar only formulation corresponds to $P = \{1, ..., n\}$ and $C = \emptyset$ (with no swapping of the sets $C$ and $P$ in Algorithm 1).

To investigate this, as well as to investigate whether using a different nonlinear solver such as Minos (which was used in [18], [19]) would make a difference, we present Table VII. In that table we show the average percentage deviation from the best known results when our heuristic solves the unit circle case. Here the averages are taken over values of $n = 10, 15, ..., 80$ (larger values of $n$ gave difficulties for Minos).
### TABLE V
**Comparison with Mladenovic et al. [18] for the unit square**

<table>
<thead>
<tr>
<th>n</th>
<th>Best known†</th>
<th>% deviation from best known</th>
<th>Total time</th>
<th>Average computation time as reported in [18]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FSS</td>
<td>RD</td>
<td>MC</td>
<td>MP</td>
</tr>
<tr>
<td>10</td>
<td>6.74757140</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>15</td>
<td>7.86370315</td>
<td>0.00</td>
<td>0.54</td>
<td>0.54</td>
</tr>
<tr>
<td>20</td>
<td>8.97808315</td>
<td>0.00</td>
<td>1.56</td>
<td>0.00</td>
</tr>
<tr>
<td>25</td>
<td>10.00000000</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>30</td>
<td>10.90856809</td>
<td>0.00</td>
<td>0.63</td>
<td>0.63</td>
</tr>
<tr>
<td>35</td>
<td>11.86370360</td>
<td>0.00</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>40</td>
<td>12.62837533</td>
<td>0.00</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td>45</td>
<td>13.38198309</td>
<td>0.00</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>50</td>
<td>14.01009567</td>
<td>0.00</td>
<td>1.04</td>
<td>1.04</td>
</tr>
<tr>
<td>55</td>
<td>14.69391977</td>
<td>0.00</td>
<td>0.63</td>
<td>0.63</td>
</tr>
<tr>
<td>60</td>
<td>15.37742112</td>
<td>0.00</td>
<td>0.38</td>
<td>0.38</td>
</tr>
<tr>
<td>65</td>
<td>15.82179344</td>
<td>0.00</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>70</td>
<td>16.50255154</td>
<td>0.00</td>
<td>0.36</td>
<td>0.92</td>
</tr>
<tr>
<td>75</td>
<td>17.09561268</td>
<td>0.01</td>
<td>0.67</td>
<td>0.73</td>
</tr>
<tr>
<td>80</td>
<td>17.43050631</td>
<td>0.00</td>
<td>1.45</td>
<td>1.50</td>
</tr>
<tr>
<td>85</td>
<td>17.96028299</td>
<td>0.00</td>
<td>1.39</td>
<td>1.23</td>
</tr>
<tr>
<td>90</td>
<td>18.60468478</td>
<td>0.00</td>
<td>0.77</td>
<td>1.25</td>
</tr>
<tr>
<td>95</td>
<td>19.07658299</td>
<td>0.00</td>
<td>0.80</td>
<td>0.94</td>
</tr>
<tr>
<td>100</td>
<td>20.00000000</td>
<td>-2.72</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>-0.14</td>
<td>0.49</td>
<td>0.68</td>
</tr>
</tbody>
</table>

### TABLE VI
**Results for the unit circle comparing our FSS heuristic with the RD and FSS-M approaches in [19]**

<table>
<thead>
<tr>
<th>n</th>
<th>Best known†</th>
<th>% dev</th>
<th>Time</th>
<th>% dev</th>
<th>Time</th>
<th>% dev</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FSS</td>
<td>RD</td>
<td>FSS-M</td>
<td></td>
<td></td>
<td>FSS-M</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>7.947515</td>
<td>0.00</td>
<td>173</td>
<td>0.06</td>
<td>3.19</td>
<td>0.00</td>
<td>80.54</td>
</tr>
<tr>
<td>55</td>
<td>8.211102</td>
<td>0.00</td>
<td>219</td>
<td>0.00</td>
<td>3.37</td>
<td>0.00</td>
<td>72.81</td>
</tr>
<tr>
<td>60</td>
<td>8.646220</td>
<td>0.00</td>
<td>246</td>
<td>0.03</td>
<td>4.71</td>
<td>0.00</td>
<td>84.39</td>
</tr>
<tr>
<td>65</td>
<td>9.017397</td>
<td>0.00</td>
<td>289</td>
<td>0.00</td>
<td>16.24</td>
<td>0.00</td>
<td>108.25</td>
</tr>
<tr>
<td>70</td>
<td>9.346660</td>
<td>-0.01</td>
<td>347</td>
<td>0.10</td>
<td>19.56</td>
<td>0.01</td>
<td>151.64</td>
</tr>
<tr>
<td>75</td>
<td>9.678344</td>
<td>-0.07</td>
<td>408</td>
<td>0.10</td>
<td>26.46</td>
<td>0.02</td>
<td>164.51</td>
</tr>
<tr>
<td>80</td>
<td>9.970588</td>
<td>-0.02</td>
<td>479</td>
<td>0.10</td>
<td>39.15</td>
<td>0.04</td>
<td>229.49</td>
</tr>
<tr>
<td>85</td>
<td>10.163112</td>
<td>0.00</td>
<td>621</td>
<td>0.72</td>
<td>38.79</td>
<td>0.18</td>
<td>256.17</td>
</tr>
<tr>
<td>90</td>
<td>10.546069</td>
<td>0.00</td>
<td>586</td>
<td>0.02</td>
<td>96.82</td>
<td>0.02</td>
<td>294.77</td>
</tr>
<tr>
<td>95</td>
<td>10.840205</td>
<td>0.00</td>
<td>693</td>
<td>0.18</td>
<td>147.35</td>
<td>0.07</td>
<td>308.34</td>
</tr>
<tr>
<td>100</td>
<td>11.082528</td>
<td>0.00</td>
<td>810</td>
<td>0.30</td>
<td>180.32</td>
<td>0.12</td>
<td>326.67</td>
</tr>
<tr>
<td></td>
<td>Ave</td>
<td>-0.01</td>
<td>443</td>
<td>0.15</td>
<td>52.36</td>
<td>0.04</td>
<td>188.87</td>
</tr>
</tbody>
</table>

Considering Table VII it is clear that Minos is not effective when compared against Snopt. With regard to using just a single formulation (Cartesian or Polar) it is clear that a much lower average percentage deviation is obtained when we use both formulations (as in our FSS heuristic as presented in this paper).

### E. Comparison with other work
Above we have compared (in detail) the results from our FSS heuristic against the work of Mladenovic et
TABLE VII
RESULTS FOR THE UNIT CIRCLE COMPARING OUR FSS HEURISTIC
WITH SINGLE FORMULATIONS USING MINOS AND SNOPT

<table>
<thead>
<tr>
<th>Formulation</th>
<th>Ave percentage deviation Minos</th>
<th>Ave percentage deviation SNOPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>FSS - Cartesian only</td>
<td>0.123182312</td>
<td>0.001664567</td>
</tr>
<tr>
<td>FSS - Polar only</td>
<td>77.480177257</td>
<td>0.001616629</td>
</tr>
<tr>
<td>FSS - Cartesian &amp; Polar, as Algorithm 1</td>
<td>53.757778475</td>
<td>0.000002461</td>
</tr>
</tbody>
</table>

al [18], [19], who also used a formulation space search approach.

Results have also been presented in the literature by other authors against which we can compare our FSS heuristic. For reasons of space we, rather than give a series of detailed tables of comparison, present in Table VIII a summary. In that table we show:

- the paper being considered
- the container used and the values of $n$ for which we are making a comparison
- the average percentage deviation, utilising the best known value given in the paper being considered, this average percentage deviation being calculated using either radius or its inverse, depending upon the approach adopted in the paper
- average computation time (seconds)
- average percentage deviation for our FSS heuristic
- average computation time (seconds) for our FSS heuristic (Intel Core 2 pc (2.26GHz, 4GB RAM))
- the nonlinear programming solver used

With respect to Table VIII it is clear that the results given by Pintér [20] are not competitive with the other results shown.

For the container being a square it appears that our FSS heuristic dominates, both with respect to quality of result and computation time, the approach of Birgin and Gentil [1].

For the container being a circle it appears that our FSS heuristic dominates, both with respect to quality of result and computation time, the approach of Grosso et al [5].

For the container being a circle and the approaches given in [1], [16] our FSS heuristic has a higher average percentage deviation, but much lower computation times. It would seem reasonable to conclude therefore that our FSS heuristic is a computationally effective approach (when balancing quality of result obtained against computation time required) when compared with Birgin and Gentil [1] and Liu et al [16].

We would also comment here that none of the papers seen in Table VIII have presented results for $n > 100$. By contrast in this paper we have presented results for our FSS heuristic for values of $n$ up to 500.

Finally we would comment here that with respect to Table VIII it is clear that authors have used a specific nonlinear solver in conjunction with the algorithms they have presented. Because of the nature of the circle packing problem many papers in the literature solve a nonlinear program as a component part of the overall algorithm presented (as indeed we also do in the FSS heuristic presented in this paper).

As our results in Table VII above indicated exactly the same algorithm can give very different results if a different nonlinear solver is used. In this respect therefore comparison tables such as Table VIII, although necessary when comparing different algorithms from the literature, need to be considered in the light of the fact that we typically do not know how an algorithm would have performed had a different nonlinear solver been used.

F. Contribution

In this section we outline what we believe to be the contribution of this paper to the existing literature.

Firstly we would note that we have in this paper put forward a heuristic algorithmic framework that can be applied (with only minor adaptations) to a variety of differing containers. In this paper we have considered six different containers: the unit circle, the unit square, a rectangle of length five and width one, a rectangle of length ten and width one, a right-angled isosceles triangle where both equal sides are of length one and a semicircle of radius one. By contrast the majority of papers in the literature consider just a single container.

Secondly we would note that, as evidenced in Tables I-III, our heuristic is capable of producing good quality results (with a low average percentage deviation from previously best known results from Specht [21]) in a reasonable computation time. Moreover for a number of the containers we improve on previously best known results. Since the Packomania web site of Specht [21] is updated with results from all authors, and hence represents the collective achievement of all previous work, this is a significant achievement.

Thirdly, when we compare our heuristic individually against papers previously published in the literature we can draw the following conclusions:
### TABLE VIII
Comparison with other work

<table>
<thead>
<tr>
<th>Paper</th>
<th>Container Values of $n$</th>
<th>Average % deviation</th>
<th>Average time (secs)</th>
<th>FSS Average % deviation</th>
<th>FSS Average time (secs)</th>
<th>Solver used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Birgin and Gentil [1]</td>
<td>Circle 10,15,20,...,50</td>
<td>0</td>
<td>1019</td>
<td>$1.66 \times 10^{-7}$</td>
<td>91</td>
<td>ALGENCAN</td>
</tr>
<tr>
<td>Birgin and Gentil [1]</td>
<td>Square 10,15,20,...,50</td>
<td>0.00189281</td>
<td>1878</td>
<td>$5.12 \times 10^{-6}$</td>
<td>132</td>
<td>ALGENCAN</td>
</tr>
<tr>
<td>Grosso et al [5]</td>
<td>Circle 30,35,40,...,100</td>
<td>0.00059028</td>
<td>3784</td>
<td>$-0.00049533$</td>
<td>355</td>
<td>SNOPT</td>
</tr>
<tr>
<td>Liu et al [16]</td>
<td>Circle 35,40,45,...,100</td>
<td>$3.10664 \times 10^{-10}$</td>
<td>79870</td>
<td>$2.00 \times 10^{-5}$</td>
<td>375</td>
<td>SNOPT</td>
</tr>
<tr>
<td>Pintér [20]</td>
<td>Circle 10,15,20,...,60</td>
<td>0.59949089</td>
<td>195</td>
<td>$1.36 \times 10^{-7}$</td>
<td>117</td>
<td>LGO</td>
</tr>
</tbody>
</table>

- For Birgin and Gentil [1] the computation time is for a 2.4GHz Intel Core 2 Quad, 4GB RAM pc. They start from the solution given by the heuristic algorithm of Birgin and Sorbal [2]. The time given above does not include the time for this heuristic, which [2] indicates was one hour (2GHz AMD Opteron 244 processor, 2GB RAM) for all values of $n$.
- For Grosso et al [5] the computation time is for a Pentium IV 2.4GHz, 1GB RAM pc.
- Liu et al [16] use five replications, but only give the time for the replication that resulted in the best solution found. To account for this we have multiplied the time for this replication by five. Their computation time is for a Pentium IV 1.6GHz, 512MB RAM pc.
- Pintér [20] gives results for two approaches, the results given above are for the LGO+CONCOPT approach which (effectively) dominates the other approach presented. His computation time is for an AMD Athlon 64 3200+ 2GHz pc.

- **for all values of $n$ examined**, our FSS heuristic produces a better (or equal) quality result (lower percentage deviation) then:
  - any of the four approaches of Mladenovic et al [18] for the unit circle (Table IV)
  - any of the three approaches of Mladenovic et al [18] for the unit square (Table V)
  - the approach of Mladenovic et al [19] for the unit circle (Table VI)
- from Table VIII our FSS heuristic dominates, both with respect to quality of result and computation time, the approaches of:
  - Birgin and Gentil [1] for the unit square
  - Grosso et al [5] for the unit circle
  - Pintér [20] for the unit circle
- from Table VIII our FSS heuristic has a higher average percentage deviation, but much lower computation times, than:
  - Birgin and Gentil [1] for the unit circle
  - Liu et al [16] for the unit circle

### VI. Conclusions

In this paper we presented a heuristic based on formulation space search for the circle packing problem with respect to a variety of different containers: the unit circle, unit square, rectangle, isosceles right-angled triangle and semicircle.

Computational results were presented for all of these containers involving up to 500 circles. Problems of this size are much larger than those considered by most other authors. These indicated that our heuristic improves on previous results based on formulation space search presented in the literature. An important difference between our paper and earlier formulation space search work for circle packing is the use of constraints that limit the range of movement for circle centres.

Computational results indicated that our heuristic dominates with respect to the quality of result a number of other heuristics presented in the literature. With respect to other work where our heuristic is not dominant results indicate that our heuristic is a computationally effective approach (when balancing quality of result obtained against computation time required).

For a number of the containers we considered our
A heuristic improves on the best result previously known.

One of the advantages of our heuristic is that it is easy to adapt for a variety of different containers. Computational results, for six different containers, indicate that it gives good quality solutions irrespective of the container being considered.
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