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SUMMARY The reliability-based heuristic search methods for maximum likelihood decoding (MLD) generate test error patterns (or, equivalently, candidate codewords) according to their heuristic values. Test error patterns are stored in lists and its space complexity is crucially large for MLD of long block codes. Based on the decoding algorithms both of Battail and Fang and of its generalized version suggested by Valembois and Fossorier, we propose a new method for reducing the space complexity of the heuristic search methods for MLD including the well-known decoding algorithm of Han et al. If the heuristic function satisfies a certain condition, the proposed method guarantees to reduce the space complexity of both the Battail-Fang and Han et al. decoding algorithms. Simulation results show the high efficiency of the proposed method.

key words: maximum likelihood decoding, binary block codes, heuristic search, most reliable basis, reliability

1. Introduction

Maximum likelihood decoding (MLD) of block codes minimizes the probability of decoding error when we assume that each codeword has the equal probability to be transmitted. Since the complexity of searching the most likely codeword is significantly large, many researchers have devoted to develop efficient algorithms for MLD of long block codes. One of the most efficient MLD algorithms is the reliability-based decoding algorithm that uses the column permuted generator matrix in non-increasing order of reliability.

In general, the reliability-based decoding algorithms are divided into two types due to the generation rule of candidate codewords. The first type of them generates the candidate codewords according to a predetermined generation rule [4], [5], [10]. The latter one is called the heuristic search MLD algorithms where candidate codewords are generated in increasing value of the heuristic function (also called the evaluation function) [1]–[3], [6]–[9]. Test error patterns (information sequences corresponding to candidate codewords) are generated and stored in lists before they are tested to be the most likely codeword. In this paper, we will consider the latter one. As known to the authors, G. Battail and J. Fang first proposed a heuristic search method for MLD over the additive white Gaussian noise (AWGN) channel [1] (we will call this method the BF decoding algorithm). Recently, in [8], [9], A. Valembois and M. Fossorier have indicated that a generalized version of the BF decoding algorithm is equivalent to the well-known A* decoding algorithm proposed by Y.S. Han et al. [2]. The generalized BF (GBF) decoding algorithm is a prominent and effective algorithm which can deal with almost all heuristic functions ever proposed.

For heuristic search MLD algorithms, their memory management is the critical issue since the maximum list size of test error patterns (TEPs), which dominates the space complexity, becomes quite large as the signal to noise ratio (SNR) of the channel decreases. There are roughly three approaches to reduce the maximum list size of TEPs in heuristic search MLD algorithms: (i) Some studies have proposed effective heuristic functions of TEPs to early terminate decoding procedure before the list of TEPs becomes very large [6], [7]. (ii) Some studies have proposed techniques for reducing the maximum list size of TEPs employing conventional heuristic functions [8]. (iii) Some studies have discarded the optimality of decoding while the complexity of decoding is drastically reduced [3].

Valembois et al. have taken the second approach. They have proposed a technique which considerably reduces the maximum list size of TEPs of the original BF decoding algorithm which imposes some condition for heuristic functions [8]. However, their technique cannot be adopted to the GBF decoding algorithm in which the search is guided by more effective heuristic functions than that considered in [1].

In this paper, we also consider the second approach and propose a method for reducing the maximum list size of TEPs of the GBF decoding algorithm. Similarly to the Valembois’ approach, we first define a condition of heuristic functions. We show that the defined condition is satisfied by most of well-known heuristic functions. Then, we propose the improved method for the GBF decoding algorithm when the heuristic function satisfies the defined condition. We also devise the adaptive procedure of the proposed method where the heuristic function is updated as decoding proceeds. Proposed methods guarantee to reduce the maximum list size of TEPs of the GBF decoding algorithm. The number of TEPs generated and stored in lists are reduced and so they also reduce the time complexity of the GBF decoding algorithm. We also show by computer simulations that the space complexity of the GBF decoding (or equiva-
2. Reliability-Based MLD Algorithm

Let $C$ be a binary linear $(n, k, d)$ block code of the code length $n$, the number of information symbols $k$ and the minimum distance $d$. We denote a generator matrix of $C$ by $G$ and the weight profile of $C$ by $W(C)$. We assume any codewords $c = (c_1, c_2, \ldots, c_n) \in \{0, 1\}^n$ of $C$ are transmitted over the AWGN channel. The receiver maps the received sequence $r = (r_1, r_2, \ldots, r_n) \in \mathbb{R}^n$ into the reliability sequence $\theta = (\theta_1, \theta_2, \ldots, \theta_n)$, where $P(r | c_{\theta_j})$ represents the likelihood of the symbol $c_j$. Furthermore, the hard-decision received sequence $z = (z_1, z_2, \ldots, z_n) \in \{0, 1\}^n$ is obtained by setting $z_j = 0$ if $\theta_j \geq 0$ and $z_j = 1$ otherwise. The decoder estimates the transmitted codeword both from $\theta$ and $z$.

In reliability-based decoding algorithms, we permute columns of a generator matrix in non-increasing order of reliability so that the leftmost $k$ positions are the most reliable and linearly independent (MRI) [2], [6], [8], [9]. The other columns outside the $k$ MRI positions are also reordered in non-increasing order of reliability, i.e., $|\theta_j| \leq |\theta_1|$ for $1 \leq j_1 < j_2 \leq k$ and for $k+1 \leq j_1 < j_2 \leq n$. We perform the standard row operations with respect to the permuted matrix to make the leftmost $k$ columns the identity matrix. We denote the resultant matrix by $\hat{G}$.

Let $\theta = (\theta_1, \theta_2, \ldots, \theta_n)$ and $z = (z_1, z_2, \ldots, z_n)$ be permuted sequences of $\theta$ and $z$, respectively, in the same ordering of columns of $G$. Let $\hat{C}$ be the code generated by $\hat{G}$ which is equivalent to $C$. Define $u = (u_1, u_2, \ldots, u_k) \in \{0, 1\}^k$ as the leftmost $k$ symbols of $z$, i.e., $u_j = z_j, \forall j \in [1, k]$. The decoder first encodes $u$ by $\hat{G}$ to obtain the initial codeword $\hat{c}_0 = u \hat{G}$. Afterwards, $k$-dimensional vectors, called test error patterns $t \in \{0, 1\}^k$, are iteratively generated and encoded by $\hat{G}$. Then, $\hat{c} = \hat{c}_0 \oplus t \hat{G}$ is a candidate codeword. This procedure is repeated until a sufficient condition for the optimality is satisfied.

**Definition 1:** For a position set $J \subseteq [1, k]$, the test error pattern (TEP) $t(J) = (t_1, t_2, \ldots, t_k) \in \{0, 1\}^k$ has element one in $J$ and element zero in the complement of $J$. Such $J$ is called the support of $t(J)$. Define that $\mu(J)$ be the rightmost position in $J$, i.e., $\mu(J) = \max J$. For $j > \mu(J)$, the TEP $t(J \cup \{j\})$ (or simply $t(J \cup j)$) is called an extended pattern of $t(J)$. For any $J$, define $j^* = J \setminus \mu(J)$. For $J$ and $\mu(J) < j < \mu(J)$, the TEP $t(J^* \cup j)$ is called an adjacent pattern of $t(J)$ in $j$.

**Example 1:** Assuming $k = 7$ and $J = \{2, 5\}$, then the TEP $t(J)$ with the support $J$ is $t(J) = (0, 1, 0, 0, 1, 0, 0)$. Since $\mu(J) = 5$, there exist two extended patterns of $t(J)$: $t(J \cup 6)$ and $t(J \cup 7)$. We find $J^* = \{2\}$ and there also exist two adjacent patterns of $t(J)$ in the position $j = 3$: $t(J^* \cup 3) = (0, 1, 1, 0, 0, 0, 0)$ and $t(J^* \cup 4) = (0, 1, 0, 1, 0, 0, 0)$.

For a binary vector $v = (v_1, v_2, \ldots, v_n) \in \{0, 1\}^n$, we define the correlation discrepancy [8], [9] of $v$ as

$$L(v) = \sum_{j|v_j \neq 0} |\hat{\theta}_j|.$$  \hspace{1cm} (1)

It is well-known that $\hat{c}_{\text{best}}$ is the most likely codeword if and only if $L(\hat{c}_{\text{best}}) = \min_{c \in \hat{C}} L(c)$ [8], [10].

3. The Generalized BF Decoding Algorithm

3.1 Heuristic Functions of the Search

The methods considered in this paper generate TEPs according to their heuristic values (or heuristics). Here, we review heuristic functions which are used for searching the most likely codeword in [1]–[4], [8], [10].

**Definition 2:** For a TEP $t(J)$, any function $F(t(J))$ satisfying

$$0 \leq F(t(J)) \leq L(\hat{c}_J),$$  \hspace{1cm} (2)

where $\hat{c}_J = (\hat{c}_{J1}, \hat{c}_{J2}, \ldots, \hat{c}_{Jn}) = \hat{c}_0 \oplus t(J) \hat{G}$, is called the heuristic function of the TEP, i.e., the heuristic value of $t(J)$ is a lower bound of the discrepancy of $\hat{c}_J$.

For a TEP $t(J)$, the most simple heuristic function may be the correlation discrepancy over the $k$ MRI positions defined as

$$\Delta(t(J)) = \sum_{j|t_j \neq 0} |\hat{\theta}_j|.$$  \hspace{1cm} (3)

The function $\Delta(\cdot)$ actually satisfies Eq. (2), since $L(\hat{c}_J) = \Delta(t(J)) + \sum_{j=1}^n |\hat{\theta}_j|$. This heuristic function is used in [1], [4], [8], [10].

The heuristic function in [2], [3] utilizes the fact that any codeword in $\hat{C}$ is at a distance $i \in W(\hat{C})$ from a given codeword $\hat{c}_{\text{ref}} \in \hat{C}$. For $\hat{c}_{\text{ref}} \in \hat{C}$ and $t = (t_1, t_2, \ldots, t_k)$, we define

$$T(t, \hat{c}_{\text{ref}}) = \left\{v = (u \oplus t) |(v_{k+1}, v_{k+2}, \ldots, v_n)\right\}$$

$$d_H(v, \hat{c}_{\text{ref}}) \in W(\hat{C}),$$  \hspace{1cm} (4)

where $d_H(\cdot, \cdot)$ represents the Hamming distance. If we do not know the exact weight profile $W(\hat{C})$, which case is often occurred for long block codes, then we can substitute it by its superset. Then the heuristic function in [2], [3] is defined

\[\text{Since the probability of decision error of } z_j \text{ becomes smaller as the value of } |\theta_j| \text{ is larger, } |\theta_j| \text{ is called reliability.}\]

\[\text{The symbol } \oplus \text{ represents Exclusive OR operation.}\]

\[\text{The symbol } || \text{ represents concatenation of vectors.}\]
as
\[ f(t, \tilde{c}_{\text{ref}}) = \sum_{j|\tilde{t}_j = 1} |\tilde{\theta}_j| + \min_{v \in T_p(t, \tilde{c}_{\text{ref}})} \left\{ \sum_{j|\tilde{t}_j \neq \tilde{v}_j} |\tilde{\theta}_j| \right\}. \] (5)

Such \( \tilde{c}_{\text{ref}} \) is called the referenced codeword \([4], [5], [8] \)

We state how to dynamically generate TEPs according to Fossorier and Lin \([5] \). For \( \tilde{c}_{\text{ref}} \in \tilde{C} \) and \( t \), we define
\[ T_p(t, \tilde{c}_{\text{ref}}) = \left\{ v = (u \oplus t)|(v_k+1, v_{k+2}, \ldots, v_n) \right\} \]
\[ d_H(v, \tilde{z}) + d_H(\tilde{c}_{\text{ref}}, \tilde{z}) \in W'(\tilde{C}), \] (6)

where \( W'(\tilde{C}) = \{0, d, d + 1, \ldots, n\} \) is the superset of the weight profile \( W(\tilde{C}) \). Then the heuristic function in \([5] \) is expressed as
\[ g(t, \tilde{c}_{\text{ref}}) = \sum_{j|\tilde{t}_j = 1} |\tilde{\theta}_j| + \min_{v \in T_p(t, \tilde{c}_{\text{ref}})} \left\{ \sum_{j|\tilde{t}_j \neq \tilde{v}_j} |\tilde{\theta}_j| \right\}. \] (7)

Note that since
\[ d_H(v, \tilde{z}) = w_H(t) + \#\{j|\tilde{z}_j \neq v_j\}, \] (8)

the sequence \( v \in T_p(t, \tilde{c}_{\text{ref}}) \) which minimizes the second term of r.h.s. of Eq. (7) is determined only by the Hamming weight \( w_H(t) \) \([5], [9] \) where \( w_H \) and \( \#\{\} \) represent the Hamming weight and the cardinality, respectively. In \([5] \), Fossorier et al. have devised a method for making the function \( g(\cdot) \) more effective according to updating the referenced codeword. For details, see \([5] \).

The heuristic function is also used for reducing the time complexity of decoding procedure. Denote a currently best candidate codeword by \( \tilde{c}^* \). We note that if \( F(t(J)) \geq L(\tilde{c}^*) \) for a TEP \( t(J) \), the candidate codeword \( \tilde{c}_J \) cannot be the most likely codeword because of Eq. (2). Hence, if all TEPs not encoded so far satisfy \( F(t(J)) \geq L(\tilde{c}^*) \), then the sufficient condition for the optimality holds and we can terminate the decoding procedure. The tighter the lower bound of \( L(\tilde{c}_J) \) is, the more effective a sufficient condition for the optimality is. Since \( F(t(J)) \geq \Delta(t(J)) \) for any \( t(J) \), \( f(\cdot) \) can give a tighter sufficient condition for the optimality than \( \Delta(\cdot) \).

3.2 Generation Method of TEPs

We state how to dynamically generate TEPs according to their heuristic values. We will call the search strategies which process TEPs in the increasing order of their heuristic values the priority-first search \([2], [3], [7] \).

The well-known MLD algorithm via the priority-first search is the \( A^* \) decoding algorithm \([2] \) in which the search is conducted by the \( A^* \) algorithm through trellis or binary tree of the code. Although the \( A^* \) decoding algorithm employs the function \( f(\cdot) \), it performs the priority-first search with any heuristic functions \( F(\cdot) \) satisfying the following condition:

\[ (C1) \quad F(t(J)) \leq F(t(J \cup j)) \quad \text{for} \quad j \notin J. \]

The heuristic functions \( \Delta(\cdot), f(\cdot) \) and \( g(\cdot) \) actually satisfy the condition \((C1) \) \([9] \).

Other well-known MLD algorithm via the priority-first search is the BF decoding algorithm \([1] \) which requires heuristic functions to satisfy not only the condition \((C1) \) but also the condition:

\[ F(t(J)) \leq F(t(J')) \]
\[ \Rightarrow F(t(J \cup j)) \leq F(t(J' \cup j)) \quad \text{for} \quad j \notin J \cup J'. \] (9)

It is readily shown that the function \( \Delta(\cdot) \) satisfies Eq. (9) while the functions \( f(\cdot) \) and \( g(\cdot) \) do not necessarily satisfy it \([8] \).

In \([8], [9] \), Valembois et al. have shown that we can easily generalize the BF decoding algorithm to perform the priority-first search when the heuristic function satisfies only the condition \((C1) \).

Hereafter, we assume heuristic functions satisfy \((C1) \) and we will describe the GBF decoding algorithm. Let \( M^{(1)}, M^{(2)}, \ldots, M^{(k)} \) represent \( k \) lists of TEPs. The TEP \( t(J) \) is supposed to be in \( M^{(\mu(J))} \) where \( \mu(J) = \max J \). Then the list for storing any TEP is uniquely determined. In a list \( M^{(j)}, \forall j \in [1, k] \), TEPs are ordered in increasing order of their heuristic values. We call the TEP with the minimum heuristic value among all TEPs in lists the best pattern. The algorithm iteratively selects the best pattern, encodes it by \( \tilde{G} \) and deletes it from lists. If there needs to generate new TEPs which have not been processed yet, the algorithm generates them. The basic strategy of generating TEPs is such that any TEP \( (J) \) is not generated while we know that better patterns than \( t(J) \) are stored in lists or not generated so far.

In the initial stage of the algorithm, we construct the initial list of TEPs as follows: By the condition \((C1) \), the TEPs with the minimum heuristic value in \( M^{(j)}, j \in [1, k] \), is \( t(J) \) whose Hamming weight is one.

\[ t(j) = \arg \min_{j \notin \mu(J)} \left\{ F(t(J)) \right\} \] (10)

for all \( j \in [1, k] \). Therefore, we just need to set the initial lists as \( M^{(j)} = \{t(j)\} \) for \( j \in [1, k] \). Thereafter, the algorithm selects the best patterns among TEPs that have not been processed\(^\dagger\).

We here describe the GBF decoding algorithm.

[The generalized BF decoding algorithm]

\begin{itemize}
  \item [S1] Set \( \tilde{c}_0 := u\tilde{G}, \tilde{c}^* := \tilde{c}_0 \) and \( \mathcal{L} := L(\tilde{c}_0) \). Construct the initial lists of TEPs.
  \item [S2] Select the best pattern \( t(J) \in M^{(\mu(J))} \) among the top-most TEPs in non-empty lists \( M^{(j)} \). If \( F(t(J)) \geq \mathcal{L} \), then output \( \tilde{c}^* \) and halt the algorithm.
\end{itemize}

\(^\dagger\)In \([8] \), Valembois et al. have devised the technique for selecting the best pattern by \( O(\log k) \) comparisons.
S3) Generate the next candidate codeword by \( \tilde{c}_j := \tilde{c}_0 \oplus t(J)G \). If \( L(\tilde{c}_j) < L \), then set \( \tilde{L} := L(\tilde{c}_j) \) and \( \tilde{e}^* := \tilde{c}_j \).

S4) For all lists \( M^{(j)} \) such that \( j \geq \mu(J) \), insert the extended patterns \( t(J \cup \{j\}) \) at the position such that the list remains increasing order of heuristic values. Delete \( t(J) \) from \( M^{(i)} \).

S5) If \( M^{(j)} = \emptyset \) for all \( j \in [1, k] \), then output \( \tilde{e}^* \) and halt the algorithm. Otherwise, go to S2). \( \square \)

In the above algorithm, S4) is the step of generating new TEPs which are extended patterns of \( t(J) \). We need to sort the generated TEP \( t(J \cup \{j\}) \) so that the list \( M^{(j)} \) remains increasing order of the heuristic values. By sorting, the priority-first search is maintained.

The original BF decoding algorithm requires the heuristic functions to satisfy Eq. (9) as well as (C1). There we need not sort the new generated TEPs since Eq. (9) guarantees it is not better than any TEPs already stored in lists.

In the \( A^* \) decoding algorithm, the only one list of TEPs is used. If we combine the \( k \) lists into the united list and order TEPs increasing order of heuristic values in it, then the above algorithm becomes identical to the \( A^* \) decoding algorithm although the behaviors of the two algorithms seem different [8], [9]. Note that the essential properties are independent of the number of lists.

We here state the complexity of the GBF decoding algorithm. As for the space complexity, storing \( G \) requires \( O(kn) \) binary arrays. Denoting the maximum list size for decoding \( r \) by \( M(r) \), the space complexity for lists is \( O(\gamma) \) where \( \gamma = \max(kn, k \times M(r)) \). If the maximum list size \( M(r) \) is larger than \( n \) (which situations are usual from low to medium SNRs), the value \( M(r) \) is dominant in the space complexity. It has been shown that the value \( M(r) \) drastically increases as the SNR decreases.

As for the time complexity, permuting \( \theta \) in the non-increasing order of reliability costs \( O(n \log n) \) comparisons and constructing \( G \) costs \( O(n \times k^2) \) binary operations where \( k = \min(k, n-k) \) [2], [4], [5]. These steps are carried out only once in decoding of \( r \). Contrary to the above steps, generating \( t(J) \) and encoding them by \( G \) are carried out iteratively, where each encoding requires \( O(kn) \) binary operations by conventional encoding method [5], [6], [10]. For each TEP, computing its heuristic value costs real number operations of \( O(n) \). Since a large number of TEPs are generated, both generating TEPs and the real number operations of heuristic values dominate mainly the whole decoding complexity [2], [6], [8] as well as encoding TEPs.

4. Proposed Decoding Algorithm

In this section, we propose a method for reducing the list size of TEPs in the GBF decoding algorithm. Before deriving the proposed method, we show some properties of conventional heuristic functions. These properties will be exploited by the proposed method.

4.1 Some Properties of Heuristic Functions

We here define the following condition for a heuristic function \( F(\cdot) \).

**Definition 3:** Let \( S^{(0)} \) be a certain subset of \([1, k]\) and \( S^{(1)} \) be the complement of \( S^{(0)} \). For \( J \subseteq [1, k] \), assume \( j_1, j_2 \notin J \) and \( j_1 < j_2 \). If \( j_1, j_2 \in S^{(a)} \) with \( a \in \{0, 1\} \), then a function \( F(\cdot) \) satisfies

\[
(C2) \quad F(t(J \cup j_1)) \geq F(t(J \cup j_2)).
\]

We will call this condition the condition (C2). \( \square \)

The following propositions play important roles in deriving the improved method.

**Proposition 1:** Assume that \( S^{(0)} = [1, k] \). Then the function \( \Delta(\cdot) \) satisfies the condition (C2).

(Proof) Note that by Eq. (3), an extended pattern \( t(J \cup j) \) of \( t(J) \) such that \( j \notin J \) satisfies

\[
\Delta(t(J \cup j)) = \Delta(t(J)) + |\tilde{\theta}_j|.
\]

If \( 1 \leq j_1 < j_2 \leq k \) and \( j_2 \notin J \), then we have

\[
\Delta(t(J \cup j_1)) - \Delta(t(J \cup j_2)) = \Delta(t(J)) + |\tilde{\theta}_j| - \Delta(t(J)) - |\tilde{\theta}_j| \geq 0
\]

since \( |\tilde{\theta}_j| \geq |\tilde{\theta}_j| \). By the assumption, both \( j_1 \) and \( j_2 \) are in \( S^{(0)} = [1, k] \) and thus the function \( \Delta(\cdot) \) satisfies the condition (C2). \( \square \)

**Proposition 2:** For a given referenced codeword \( \tilde{c}_{\text{ref}} \in \tilde{C} \), let \( t_{\text{ref}} \) be the TEP of \( \tilde{c}_{\text{ref}} \) (i.e., \( \tilde{c}_{\text{ref}} = \tilde{c}_0 \oplus t_{\text{ref}}G \)). Assuming that \( S^{(1)} \) and \( S^{(0)} \) be the support of \( t_{\text{ref}} \) and its complement, respectively. Then the heuristic function \( f(\cdot) \) satisfies the condition (C2).

In order to prove Proposition 2, we first show the following lemma.

**Lemma 1:** Denote the second term of the r.h.s. of Eq. (5) by \( A(t, \tilde{c}_{\text{ref}}) \), i.e.,

\[
A(t, \tilde{c}_{\text{ref}}) = \min_{v \in T(t, \tilde{c}_{\text{ref}})} \left\{ \sum_{j \in T(t, \tilde{c}_{\text{ref}})} |\tilde{\theta}_j| \right\}.
\]

Then for a given \( \tilde{c}_{\text{ref}} \), any pairs \( (t, t') \) such that \( d_H(t, t_{\text{ref}}) = d_H(t', t_{\text{ref}}) \) satisfy

\[
A(t, \tilde{c}_{\text{ref}}) = A(t', \tilde{c}_{\text{ref}})
\]

i.e., the vector \( v \) which gives the minimum value of Eq. (14) is determined only by the Hamming distance \( d_H(t, t_{\text{ref}}) \).

(Proof) By the definition, \( v \in T(t, \tilde{c}_{\text{ref}}) \) satisfies

\[
d_H(v, \tilde{c}_{\text{ref}}) = d_H(t, t_{\text{ref}}) + \#\{j \mid v_j \neq \tilde{c}_{\text{ref},j}\}
\]

where \( \tilde{c}_{\text{ref}} = (\tilde{c}_{\text{ref},1}, \tilde{c}_{\text{ref},2}, \ldots, \tilde{c}_{\text{ref},n}) \). In r.h.s., the first term expresses the distance over the left \( k \) positions and the second
term does the distance over the rest of $n-k$ positions.

For $t$, if we assume that $v = (u \oplus t) (v_k, v_{k+1}, \ldots, v_n)$ minimizes the r.h.s. of Eq. (14), then $v$ must satisfy $d_H(t, \tilde{c}_{\text{ref}}) \in W(C)$ from the condition in Eq. (4). Note that we have

$$A(t, \tilde{c}_{\text{ref}}) = \sum_{j \notin J_t} |\tilde{\theta}_j|$$

(17)

For another TEP $t'$ such that $d_H(t', \tilde{c}_{\text{ref}}) = d_H(t, \tilde{c}_{\text{ref}})$, the vector $v' = (u \oplus t') (v_k, v_{k+1}, \ldots, v_n)$ satisfies

$$d_H(v', \tilde{c}_{\text{ref}}) = d_H(v, \tilde{c}_{\text{ref}}) \in W(C)$$

(18)

by Eq. (16). This equation implies $v' \in T(t', \tilde{c}_{\text{ref}})$ and

$$A(t', \tilde{c}_{\text{ref}}) = \sum_{j \notin J_t} |\tilde{\theta}_j|$$

(19)

in which $v'$ minimizes the r.h.s. of Eq. (14). Equations (17) and (19) complete the proof. □

(Proof of Proposition 2) Assuming that $j_1, j_2 \in S^{(0)}$ and $j_1, j_2 \notin J$, then the Hamming distance between TEPs $(J \cup j_1)$ and $t_{\text{ref}}$ and that between $(J \cup j_2)$ and $t_{\text{ref}}$ are the same since $S^{(0)}$ is the complement of the support of $t_{\text{ref}}$. i.e.,

$$d_H(t(J \cup j_1), t_{\text{ref}}) = d_H(t(J \cup j_2), t_{\text{ref}}).$$

(20)

Therefore, we have

$$A(t(J \cup j_1), \tilde{c}_{\text{ref}}) = A(t(J \cup j_2), \tilde{c}_{\text{ref}})$$

(21)

from Lemma 1. Furthermore if $j_1 < j_2$, we have

$$f(t(J \cup j_1), \tilde{c}_{\text{ref}}) - f(t(J \cup j_2), \tilde{c}_{\text{ref}}) = \sum_{j \in J \cup j_1} |\tilde{\theta}_j| - \sum_{j \notin J \cup j_2} |\tilde{\theta}_j| = |\tilde{\theta}_{j_1}| - |\tilde{\theta}_{j_2}| \geq 0.$$

This inequality implies that the function $f(\cdot)$ satisfies (C2) if $j_1, j_2 \in S^{(0)}$. In the case of $j_1, j_2 \in S^{(1)}$, Eq. (20) also holds and we can prove the proposition similarly. □

Proposition 3: Assume that $S^{(0)} = [1, k]$. Then for a given $\tilde{c}_{\text{ref}}$, the function $g(\cdot)$ satisfies the condition (C2).

(Proof) Denote the second terms of r.h.s. of Eq. (7) by $B(t, \tilde{c}_{\text{ref}})$ for a given $t$. Recall that the vector $v \in T_F(t, \tilde{c}_{\text{ref}})$ which takes the value $B(t, \tilde{c}_{\text{ref}})$ is determined only by $w_H(t)$ (see Sect. 3.1). i.e., arbitrary pairs $(t, t')$ with $w_H(t) = w_H(t')$ satisfy

$$B(t, \tilde{c}_{\text{ref}}) = B(t', \tilde{c}_{\text{ref}}).$$

(22)

Since $t(J \cup j_1)$ and $t(J \cup j_2)$ with $j_1, j_2 \notin J$ have the same Hamming weight, if $1 \leq j_1 < j_2 \leq k$, then

$$g(t(J \cup j_1)) - g(t(J \cup j_2)) = \Delta(t(J \cup j_1)) - \Delta(t(J \cup j_2)) \geq 0$$

(23)

where the last inequality is obtained from Eq. (13). By the assumption, both $j_1$ and $j_2$ must be in $S^{(0)} = [1, k]$ and thus the function $g(\cdot)$ satisfies (C2). □

Propositions 1, 2 and 3 show that the heuristic functions $\Delta(\cdot), f(\cdot)$ and $g(\cdot)$ satisfy the condition (C2) as well as (C1). In the following, we consider heuristic functions satisfying both (C1) and (C2).

4.2 Improved Generation Method of TEPs

In this section, we propose an improved method for reducing the list size of TEPs in the GBF decoding algorithm. For our purpose, we utilize the condition (C2) as well as (C1) to judge unnecessary TEPs and such unnecessary TEPs will not be generated as long as possible. More precisely, we regard a TEP $t$ as unnecessary if it is clear that there is a TEP $t'$ whose heuristic value is smaller than that of $t$ in the lists. In the improved method, such an unnecessary TEP $t$ is generated after the TEP $t'$ is chosen as the best pattern at S2). This approach is similar to the improved technique for the original BF decoding algorithm1 [8].

We also arrange $k$ lists $M^{(0)}$ as in the GBF decoding algorithm. Hereafter, we denote $S^{(0)} = [i_1, i_2, \ldots, i_k]$ with $s \geq 1$ and $S^{(1)} = [i_1', \ldots, i_p']$ with $p \geq 0$.

By the condition (C1), the TEP with the minimum heuristic value in a list $M^{(0)}$, $j \in [1, k]$, is $t(j)$ whose Hamming weight is one. Furthermore, we can see that the best pattern among $s$ TEPs $t(j), j \in S^{(0)}$, is $t(i_1)$ by the condition (C2). Similarly, the best pattern among $p$ TEPs $t(j), j \in S^{(1)}$, is $t(i_p)$. Therefore, we can construct the initial lists as

$$M^{(0)} = \left\{ \begin{array}{ll} \{t(j)\}, & \text{if } j \in [i_1, i_p]; \\ \emptyset, & \text{otherwise.} \end{array} \right.$$  

(24)

Note that we generate at most two TEPs at this stage.

At S2) of the GBF decoding algorithm, if $t(J) \in M^{(0)}$ is selected as the best pattern, $k - \mu(J)$ extended patterns of $t(J)$ will be stored at S4). However, it is enough to store only its extended patterns $t(J \cup i_j)$ and $t(J \cup i_{j'})$ in the list $M^{(1)}$ and $M^{(2)}$, respectively. This is guaranteed by (C2), since

$$F(t(J \cup j)) \geq F(t(J \cup i_1)), \text{ for } \forall j \in S^{(0)}$$

(25)

$$F(t(J \cup j)) \geq F(t(J \cup i_{j'})), \text{ for } \forall j \in S^{(1)}$$

(26)

where $t(J \cup j)$ represents extended patterns of $t(J)$.

Following this modification, we need to determine when to insert other extended patterns $t(J \cup j), j \notin [i_1, i_p]$, into lists. Consider that a TEP $t(J \cup i_q)$ such that $i_q \in S^{(0)}$ and $i_q > \mu(J)$ is stored in the list $M^{(1)}$. Since adjacent patterns $t(J \cup j)$ such that $j \in S^{(0)}$ and $j < i_q$ cannot be the best pattern by (C2), we just need to store these adjacent patterns after $t(J \cup i_q)$ is selected as the best pattern at S2). If $i_{q-1} > \mu(J), t(J \cup i_{q-1})$ has the smallest heuristic value

1Note again that the original BF decoding algorithm requires Eq. (9) for heuristic functions which is not satisfied by the function $f(\cdot)$ and $g(\cdot)$. 

2Note again that the original BF decoding algorithm requires Eq. (9) for heuristic functions which is not satisfied by the function $f(\cdot)$ and $g(\cdot)$. 

2Note again that the original BF decoding algorithm requires Eq. (9) for heuristic functions which is not satisfied by the function $f(\cdot)$ and $g(\cdot)$.
among all adjacent patterns of \( t(J \cup i_q) \) in \( S^{(0)} \) from the condition (C2), i.e.,

\[
t(J \cup i_{q-1}) = \arg \min_{j \in S^{(0)}} \left\{ F(t(J \cup j)) \middle| j < i_q, j \notin J \right\}.
\]  

(27)

Therefore, after \( t(J \cup i_q) \) is selected as the best pattern at S2), only \( t(J \cup i_{q-1}) \) is inserted into the list \( M^{(q-1)} \). This modification significantly reduces the maximum list size. Similar arguments also hold when \( t(J \cup i_q'), \), \( i_q' \in S^{(1)} \), is selected as the best pattern at S2).

We describe a proposed decoding algorithm employing the above method.

[The proposed decoding algorithm]

P1) Set \( \tilde{c}_0 := u \tilde{G}, \tilde{c}^* := \tilde{c}_0 \) and \( L := L(\tilde{c}_0) \). Construct the initial lists of TEPs by Eq. (24).

P2) Select the best pattern \( t(J) \in M^{(0)}(J) \) among non-empty lists. If \( F(t(J)) \geq L \), then output \( \tilde{c}^* \) and halt the algorithm.

P3) Generate the next candidate codeword by \( \tilde{c}_J := \tilde{c}_0 \oplus t(J) \tilde{G} \). If \( L(\tilde{c}_J) < L \), then set \( L := L(\tilde{c}_J) \) and \( \tilde{c}^* := \tilde{c}_J \).

P4) a) If \( \mu(J) = i_q \) (i.e., \( \mu(J) \in S^{(0)} \)) and the adjacent pattern \( t(J' \cup i_{q-1}) \) exists where \( J' = J \cup \mu(J) \), then insert it into the list \( M^{(q-1)} \).

b) If \( \mu(J) = i_q' \) (i.e., \( \mu(J) \in S^{(1)} \)) and the adjacent pattern \( t(J' \cup i_{q-1}') \) exists, then insert it into the list \( M^{(q-1)} \).

c) If \( \mu(J) < i_q \), then insert \( t(J \cup i_J) \) into \( M^{(q)} \). If \( \mu(J) < i_q \), then insert \( t(J \cup i_J) \) into \( M^{(q)} \). Delete \( t(J) \) from \( M^{(q)} \).

P5) If \( M^{(j)} \emptyset \) for all \( j \in [1, k] \), then output \( \tilde{c}^* \) and halt the algorithm. Otherwise, go to P2).

The step P4 corresponds to the modification.

Remark that we set \( S^{(0)} = [1, k] \) by Propositions 1 and 3 if we employ either the function \( \Delta(\cdot) \) or \( g(\cdot) \). Since \( S^{(1)} = \emptyset \), we can skip P4-b) and at most two TEPs (one is an adjacent pattern and the other is an extended pattern) are generated for each iteration (one iteration consists of selecting the best pattern, encoding it and generating new TEPs).

Example 2: Assuming \( k = 7 \) and \( S^{(0)} = \{2, 4, 5\} \) let \( t(J) = (1, 0, 0, 1, 0, 0, 0) \) be the best pattern selected at P2). Since \( \mu(J) = 4 \in S^{(0)} \), the adjacent pattern \( t(J' \cup 2) = (1, 0, 0, 0, 0, 0, 0) \) at the position \( i = 2 \) is inserted into the list \( M^{(2)} \) at P4-a). Since \( \mu(J) < i_q \) and \( \mu(J) < i_q' \) extended patterns \( t(J \cup 5) = (1, 1, 0, 0, 1, 0, 0) \) and \( t(J \cup 7) = (1, 1, 0, 0, 0, 1) \) of \( t(J) \) are inserted into the list \( M^{(5)} \) and \( M^{(7)} \), respectively, at P4-c).

We note that the next generated TEP \( t(J' \cup i_{q-1}) \) at P4-a) can be easily computed from the selected best pattern \( t(J) = t(J' \cup i_q) \). Furthermore its heuristic value \( F(t(J' \cup i_{q-1})) \) may be easily calculated from that of \( t(J) \).

For example, if we adopt the function \( \Delta(\cdot) \), the heuristic values of \( t(J' \cup i_{q-1}) \) is calculated as

\[
\Delta(t(J' \cup i_{q-1})) = \Delta(t(J' \cup i_q)) - |\tilde{b}_{i_q}| + |\tilde{b}_{i_q-1}|.
\]  

(28)

Similarly, if we adopt the function \( f(\cdot) \), the heuristic values of \( t(J' \cup i_{q-1}), i_q \in S^{(0)} \), is calculated as

\[
f(t(J' \cup i_{q-1})) = f(t(J' \cup i_q)) - |\tilde{b}_{i_q}| + |\tilde{b}_{i_q-1}|
\]  

(29)

from Eq. (5) and Lemma 1. The heuristic value of \( t(J' \cup i_{q-1}), i_q \in S^{(0)} \), can also be calculated by that of \( t(J' \cup i_q'), i_q' \in S^{(1)} \), since the similar relationship as Eq. (29) holds between \( t(J' \cup i_{q-1}) \) and \( t(J' \cup i_q') \). As for the function \( g(\cdot) \), if two TEPs have the same Hamming weight, the values \( B(\cdot) \) of them take the same value.

We show the validity of the proposed decoding algorithm.

**Theorem 1:** Assume that a heuristic function \( F(\cdot) \) satisfies both (C1) and (C2). The \( v \)-th iteration of the proposed decoding algorithm selects the TEP with the \( v \)-th least heuristic value among all TEPs. i.e., it performs the priority-first search.

**(Proof)** See Appendix A.

The foregoing theorem also implies that the proposed decoding algorithm performs MLD by Eq. (2).

**Corollary 1:** If we employ either \( \Delta(\cdot) \), \( f(\cdot) \) or \( g(\cdot) \) as the heuristic function, the proposed decoding algorithm performs the priority-first search and achieves MLD.

Theorem 2: In each iteration of the proposed decoding algorithm, the list size of TEPs is no more than that in the GBF decoding algorithm if both decoding algorithms employ the same heuristic function satisfying (C1) and (C2).

**(Proof)** From Theorem 1, both the GBF and the proposed decoding algorithms perform the priority-first search. Therefore, if we employ the same heuristic function, the numbers of TEPs selected as the best pattern at S2) and S4) (these numbers are equal to those of encoding TEPs) are identical.

Based on the above fact, we will prove the lemma by the mathematical induction. We denote the iteration number by \( \nu \).

(i) The case of \( \nu = 1 \): The initial list constructed by Eq. (24) guarantees the list size of the proposed decoding algorithm is less than that in the GBF decoding algorithm.

(ii) The case of \( \nu \geq 2 \): Assume that the list size in the \( (\nu - 1) \)-th iteration of the proposed decoding algorithm is less than or equal to that
of the GBF decoding algorithm. When \( t(J) \) is selected as the best pattern in the \( v \)-th iteration, all of its \( k - \mu(J) \) extended patterns will be stored in lists at the step S4) in the GBF decoding algorithm, while at most two extended patterns of \( t(J) \) will be stored in lists at P4) of the same iteration in the proposed decoding algorithm. Furthermore, if proposed decoding algorithm needs to store the adjacent pattern of \( t(J) \), such adjacent pattern has been already stored in lists in the GBF decoding algorithm. Therefore, the list size in the \( v \)-th iteration of the proposed decoding algorithm is less than or equal to that of the GBF decoding algorithm.

From the arguments (i) and (ii), we can prove the lemma.

\[ \square \]

**Theorem 2:** The maximum list size of TEPs in the proposed decoding algorithm is no more than that in the GBF decoding algorithm if both decoding algorithms employ the same heuristic function satisfying (C1) and (C2).

(Proof) We can readily prove the theorem by Lemma 2. \[ \square \]

We show the following theorem on the time complexity. Note that the number of TEPs generated in a decoding procedure is in general greater than the maximum list size and it is one of the indices to evaluate the time complexity of heuristic search MLD algorithms [2], [8].

**Theorem 3:** The number of generated TEPs in the proposed decoding algorithm is no more than that in the GBF decoding algorithm if both decoding algorithms employ the same heuristic function satisfying (C1) and (C2).

(Proof) We note again that if we employ the same heuristic function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a complex function, the numbers...
the GBF decoding algorithm when they adopt the adaptive procedure.

5.2 The Case of Specific Heuristic Functions

If we use the heuristic function \( f(\cdot) \), we can reduce the increased (time and space) complexity in the proposed decoding algorithm with the adaptive procedure (the increased space complexity is required to store past referenced codewords). For the TEP \( t(J \cup i_{q-1}) \) generated at P4-a, since its referenced codeword \( \tilde{c}_{\text{ref}} \) is the same as that for the selected best pattern \( t(J) = t(J^a \cup i_q) \), its heuristic value can be calculated by Eq. (29). To calculate r.h.s. of Eq. (29), we just need to know the value \( f(t(J), \tilde{c}_{\text{ref}}) \) and the position \( i_{q-1} \in S^{(0)} \) which is the adjacent to \( i_q \in S^{(0)} \). For this reason, we need to store TEPs (not codewords themselves) corresponding to old referenced codewords in memory. We call these TEPs referenced TEPs. The similar argument holds for the TEP \( t(J^a \cup i'_{q-1}) \) generated at P4-b where \( i'_{q-1} \in S^{(1)} \).

We remark that the space complexity for storing referenced TEPs are smaller than that for storing ordinary TEPs since we need not store heuristic values of referenced TEPs.

If we use the heuristic function \( g(\cdot) \), we can further save the space complexity for storing the past referenced codeword. As we see in Sect. 3.1, the value \( B(\cdot) \) of a TEP defined in Eq. (22) depends only on its Hamming weight. Therefore even if the referenced codeword is updated in the adaptive procedure, we need not hold the past referenced codewords since we can calculate the heuristic value of the generated adjacent pattern by its Hamming weight at P4-a). There is no increased space complexity compared to the GBF decoding algorithm.

6. Simulation Results

In this section, we evaluate the effectiveness of the proposed decoding algorithm by computer simulations.

6.1 Conditions of Simulations

For the binary (63, 30, 13) BCH code and the binary (104, 52, 20) quadratic residue (QR) code, we perform MLD by the GBF decoding algorithm (we denote it by “GBF” in tables) and the proposed decoding algorithm (we denote it by “Proposed” in tables). At each SNR \( E_b/S_0 \) [dB], both decoding algorithms are carried out 10,000 times.

We adopt the function \( f(\cdot) \) as the heuristic function in both decoding algorithms. We remark again that this GBF decoding algorithm is identical to the well-known \( \Lambda^* \) decoding algorithm [2]. We assume that the weight profiles \( W(C) \) of these two codes are unknown and we use their supersets \( W'(C) = \{0, d, d+1, \ldots, n\} \). We compare two versions according to the way of arranging the referenced codeword: (i) We fix the referenced codeword as \( \tilde{c}_{\text{ref}} = \tilde{c}_0 \) and we set \( S^{(0)} = [1, k] \) and \( S^{(1)} = \emptyset \). So we can skip P4-b) of the proposed decoding algorithm and the new extended pattern which is generated at P4) is only one. (ii) We consider the adaptive procedure in which the referenced codeword is initially set as \( \tilde{c}_{\text{ref}} = \tilde{c}_0 \) and then updated as \( \tilde{c}_{\text{ref}} = \tilde{c}^* \) each time a new (currently) best codeword is obtained.

In tables, we use the following notations:

- \( \lambda(r) \) : the number of generated TEPs in decoding of \( r \)
- \( M(r) \) : the maximum list size in decoding of \( r \)
- \( R(r) \) : the number of updating referenced codeword in the proposed decoding algorithm
- \( \text{Ave} \) : the average value among 10,000 times of decoding
- \( \text{Max} \) : the maximum value among 10,000 times of decoding

6.2 Results and Discussion

**The results on the space complexity for algorithms fixing \( \tilde{c}_{\text{ref}} = \tilde{c}_0 \)**

We show the results of decoding with fixed \( \tilde{c}_{\text{ref}} = \tilde{c}_0 \) for the (63, 30, 13) BCH code and the (104, 52, 20) QR code in Tables 1 and 2, respectively.

**By Table 1**, the maximum list size \( M(r) \) in the proposed decoding algorithm is less than 1/3 of that in the GBF decoding algorithm at each SNR. Furthermore, the average

<table>
<thead>
<tr>
<th>Table 1</th>
<th>The results of decoding with fixed ( \tilde{c}_{\text{ref}} = \tilde{c}_0 ) for (63, 30, 13) BCH code.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_b/S_0 ) [dB]</td>
<td>GBF</td>
</tr>
<tr>
<td>5.0</td>
<td>Ave</td>
</tr>
<tr>
<td></td>
<td>Max</td>
</tr>
<tr>
<td>4.0</td>
<td>Ave</td>
</tr>
<tr>
<td></td>
<td>Max</td>
</tr>
<tr>
<td>3.0</td>
<td>Ave</td>
</tr>
<tr>
<td></td>
<td>Max</td>
</tr>
<tr>
<td>2.0</td>
<td>Ave</td>
</tr>
<tr>
<td></td>
<td>Max</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>The results of decoding with fixed ( \tilde{c}_{\text{ref}} = \tilde{c}_0 ) for (104, 52, 20) QR code.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_b/S_0 ) [dB]</td>
<td>GBF</td>
</tr>
<tr>
<td>6.0</td>
<td>Ave</td>
</tr>
<tr>
<td></td>
<td>Max</td>
</tr>
<tr>
<td>5.0</td>
<td>Ave</td>
</tr>
<tr>
<td></td>
<td>Max</td>
</tr>
<tr>
<td>4.0</td>
<td>Ave</td>
</tr>
<tr>
<td></td>
<td>Max</td>
</tr>
<tr>
<td>3.0</td>
<td>Ave</td>
</tr>
<tr>
<td></td>
<td>Max</td>
</tr>
</tbody>
</table>


value of the maximum list size Ave $M(r)$ in the proposed decoding algorithm is less than $1/4$ of that in the GBF decoding algorithm. These results show that the effectiveness of the proposed decoding algorithm. By Table 2, the values Max $M(r)$ and Ave $M(r)$ in the proposed decoding algorithm are less than $1/4$ and $1/6$ of those in the GBF decoding algorithm, respectively. These results indicate that the proposed method also works well for the (104, 52, 20) QR code.

(The results on the space complexity for the adaptive procedure)

We show the results of decoding with the adaptive procedure (in which we update as $\hat{r}_n^* = \hat{r}^*$) for the (63, 30, 13) BCH code and the (104, 52, 20) QR code in Tables 3 and 4, respectively. We also show the number of updating referenced TEPs stored in memory) in the proposed decoding algorithm with the adaptive procedure in Tables 5 and 6.

By Table 3 for the (63, 30, 13) BCH code, the maximum list size Max $M(r)$ in the proposed decoding algorithm is less than 2/5 of that in the GBF decoding algorithm at each SNR. Furthermore, the average values of the maximum list size Ave $M(r)$ in the proposed decoding algorithm are less than 1/3 of those in the GBF decoding algorithm. By Table 4 for the (104, 52, 20) QR code, the values Max $M(r)$ and Ave $M(r)$ in the proposed decoding algorithm are less than 1/4 of those in the GBF decoding algorithm. By Tables 5 and 6, the average values of $R(r)$ are fairly small and the maximum value of $R(r)$ is only 24 at 2.0 [dB] for the (63, 30, 13) BCH code. On the other hand, the average and the maximum values of $M(r)$ are 156 and 2,801 at 2.0 [dB], respectively, so the values $R(r)$ seem to be negligible. These values demonstrate that there are almost no increases of the space complexity for the proposed decoding algorithm even though we store the past referenced TEPs. Note that the average and maximum values $R(r)$ are hardly increased even for the long (104, 52, 20) QR code.

(The results on the number of generating TEPs)

The number of generating TEPs $N(r)$ is one of indices to evaluate time complexity in heuristic search MLD algorithms [2], [8] although the reduction of the time complexity led by reducing $N(r)$ may not be so large in the whole decoding complexity.

By Tables 1 and 2 for decoding with fixed $c_{ref}$, $N(r)$ in the proposed decoding algorithm are less than 2/5 of $N(r)$ in the GBF decoding algorithm even at low SNRs. These results demonstrate the proposed decoding algorithm reduces the time complexity of the GBF decoding algorithm as well as the space complexity.

By Tables 3 and 4 for decoding algorithms with adap-

---

**Table 3** The results of decoding with adaptive procedure for (63, 30, 13) BCH code.

<table>
<thead>
<tr>
<th>$E_b/N_0$ [dB]</th>
<th>GBF</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.0 Ave $N(r)$</td>
<td>3.37 · 10^4</td>
<td>1.78</td>
</tr>
<tr>
<td>$M(r)$</td>
<td>1.19</td>
<td>1.76 · 10^{-1}</td>
</tr>
<tr>
<td>Max $M(r)$</td>
<td>2.064 · 10^4</td>
<td>4.370 · 10^2</td>
</tr>
<tr>
<td>4.0 Ave $N(r)$</td>
<td>9.36 · 10^4</td>
<td>2.19 · 10^2</td>
</tr>
<tr>
<td>$M(r)$</td>
<td>1.14 · 10^4</td>
<td>2.19</td>
</tr>
<tr>
<td>Max $M(r)$</td>
<td>9.579 · 10^3</td>
<td>3.272 · 10^1</td>
</tr>
<tr>
<td>3.0 Ave $N(r)$</td>
<td>5.83 · 10^3</td>
<td>2.25 · 10^2</td>
</tr>
<tr>
<td>$M(r)$</td>
<td>9.66 · 10^1</td>
<td>2.44 · 10^1</td>
</tr>
<tr>
<td>Max $M(r)$</td>
<td>1.432 · 10^4</td>
<td>5.103 · 10^3</td>
</tr>
<tr>
<td>2.0 Ave $N(r)$</td>
<td>2.91 · 10^3</td>
<td>1.31 · 10^3</td>
</tr>
<tr>
<td>$M(r)$</td>
<td>5.53 · 10^2</td>
<td>1.56 · 10^2</td>
</tr>
<tr>
<td>Max $M(r)$</td>
<td>7.052 · 10^4</td>
<td>2.801 · 10^4</td>
</tr>
</tbody>
</table>

**Table 4** The results of decoding with adaptive procedure for (104, 52, 20) QR code.

<table>
<thead>
<tr>
<th>$E_b/N_0$ [dB]</th>
<th>GBF</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.0 Ave $N(r)$</td>
<td>4.85 · 10^1</td>
<td>2.39 · 10^{-1}</td>
</tr>
<tr>
<td>$M(r)$</td>
<td>2.48 · 10^{-1}</td>
<td>3.42 · 10^{-2}</td>
</tr>
<tr>
<td>Max $M(r)$</td>
<td>1.87 · 10^2</td>
<td>3.20 · 10^{-1}</td>
</tr>
<tr>
<td>5.0 Ave $N(r)$</td>
<td>8.24 · 10^2</td>
<td>5.79</td>
</tr>
<tr>
<td>$M(r)$</td>
<td>3.60</td>
<td>4.71 · 10^{-1}</td>
</tr>
<tr>
<td>Max $M(r)$</td>
<td>4.932 · 10^3</td>
<td>7.930 · 10^0</td>
</tr>
<tr>
<td>4.0 Ave $N(r)$</td>
<td>1.23 · 10^3</td>
<td>3.57 · 10^{-1}</td>
</tr>
<tr>
<td>$M(r)$</td>
<td>1.66 · 10^2</td>
<td>3.01 · 10^0</td>
</tr>
<tr>
<td>Max $M(r)$</td>
<td>4.630 · 10^3</td>
<td>9.862 · 10^0</td>
</tr>
<tr>
<td>3.0 Ave $N(r)$</td>
<td>3.38 · 10^4</td>
<td>1.30 · 10^4</td>
</tr>
<tr>
<td>$M(r)$</td>
<td>5.46 · 10^3</td>
<td>1.30 · 10^3</td>
</tr>
<tr>
<td>Max $M(r)$</td>
<td>1.145 · 10^7</td>
<td>2.681 · 10^6</td>
</tr>
</tbody>
</table>

**Table 5** The number of past referenced codewords in the proposed decoding algorithm for the (63, 30, 13) BCH code.

<table>
<thead>
<tr>
<th>$E_b/N_0$ Ave $R(r)$</th>
<th>Max $R(r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.5 Ave 1.025</td>
<td>10</td>
</tr>
<tr>
<td>5.0 Ave 1.056</td>
<td>12</td>
</tr>
<tr>
<td>4.5 Ave 1.117</td>
<td>12</td>
</tr>
<tr>
<td>4.0 Ave 1.215</td>
<td>14</td>
</tr>
<tr>
<td>3.5 Ave 1.394</td>
<td>16</td>
</tr>
<tr>
<td>3.0 Ave 1.638</td>
<td>18</td>
</tr>
<tr>
<td>2.5 Ave 1.984</td>
<td>16</td>
</tr>
<tr>
<td>2.0 Ave 2.425</td>
<td>24</td>
</tr>
</tbody>
</table>

**Table 6** The number of past referenced codewords in the proposed decoding algorithm for the (104, 52, 20) QR code.

<table>
<thead>
<tr>
<th>$E_b/N_0$ Ave $R(r)$</th>
<th>Max $R(r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.5 Ave 1.004</td>
<td>8</td>
</tr>
<tr>
<td>6.0 Ave 1.013</td>
<td>8</td>
</tr>
<tr>
<td>5.5 Ave 1.039</td>
<td>10</td>
</tr>
<tr>
<td>5.0 Ave 1.101</td>
<td>12</td>
</tr>
<tr>
<td>4.5 Ave 1.209</td>
<td>14</td>
</tr>
<tr>
<td>4.0 Ave 1.393</td>
<td>16</td>
</tr>
<tr>
<td>3.5 Ave 1.714</td>
<td>20</td>
</tr>
<tr>
<td>3.0 Ave 2.189</td>
<td>22</td>
</tr>
</tbody>
</table>

---

1 The ratio of the value Ave $M(r)$ of the method in [6] to that of the GBF decoding algorithm is about 2/5 at 5.0 [dB] for the (104, 52, 20) QR code. By Table 4, the ratio of the value Ave $M(r)$ of the proposed decoding algorithm to that of the GBF decoding algorithm is about 1/8 at 5.0 [dB] for the (104, 52, 20) QR code.
tive procedure, \( N(r) \) in the proposed decoding algorithm is less than 2/5 of \( N(r) \) in the GBF decoding algorithm even at 3.0 [dB]. These results demonstrate the proposed method also reduces the time complexity of the GBF decoding algorithm even when we adopt the adaptive procedure.

7. Concluding Remarks

In this paper, we propose a new heuristic search method for reducing the space complexity of the GBF decoding algorithm. The GBF decoding algorithm is identical to the well-known A* decoding algorithm and includes the original BF decoding algorithm. As a result, the proposed method reduces the space complexity of the well-known A* and the original BF decoding algorithms. Though heuristic functions considered here are restricted by a condition, we show this class of heuristic functions includes some well-known functions. The proposed decoding algorithm guarantees to perform MLD since the set of generated candidate codewords is identical to that in the GBF decoding algorithm. Since the proposed decoding algorithm also reduces the number of generated TEPs which tends to vastly increase from low to medium SNRs, the proposed decoding algorithm reduces not only the space complexity but the time one in the GBF decoding algorithm.

As future works, we need to develop a method for heuristic search MLD algorithm with powerful heuristic functions such as in [6], [7]. More detailed comparisons between the proposed decoding algorithm and methods in [6], [7] are to be evaluated.
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Appendix A: The Proof of Theorem 1

It is sufficient to show that the TEP with the \( \nu \)-th smallest heuristic value among all TEPs has been already generated and stored in the list at the beginning of \( \nu \)-th iteration of the decoding algorithm. We will prove it by the mathematical induction. Let \( \mathcal{T}(\nu) \) with the support \( J_\nu \) be the TEP with the \( q \)-th smallest heuristic value among all possible TEPs.

(i) The case of \( \nu = 1 \):

By the conditions (C1) and (C2), the best pattern \( t(J_1) \) is either \( t(i_1) \) or \( t(i_1)' \). The initial list of TEPs is constructed by Eq. (24) so \( t(J_1) \) has been already stored in the list \( M'(\nu=1) \) in the first iteration.

(ii) The case of \( \nu > 1 \):

Let \( \mathcal{T}_\nu \) denote the set of all \( \nu - 1 \) best patterns before the \( \nu \)-th iteration. i.e.,

\[
\mathcal{T}_\nu = \{ t(J_q) \mid q = 1, 2, \ldots, \nu - 1 \}. \quad (A-1)
\]

Assume that we have exactly selected all \( \nu - 1 \) TEPs in \( \mathcal{T}_\nu \) before the \( \nu \)-th iteration.

(a) If \( \mu(J_\nu) = i_q \in S^{(0)} \) such that \( i_q < i_\nu \), there is \( t(J) \) such that both \( \mu(J) = i_{\nu+1} \) and \( t(J) \) is the adjacent pattern of \( t(J_\nu) \). We have \( F(t(J)) \leq F(t(J_\nu)) \) and \( t(J) \in \mathcal{T}_\nu \) by the condition (C2). Therefore \( t(J) \) was selected as the best pattern at P2 in a previous iteration. When such \( t(J) \) was selected as the best pattern, \( t(J) \) has inserted into the list \( M'(\nu=1) \) at P4-a) in the same iteration.

(b) Arguing similarly to the case of \( \mu(J_\nu) = i_S \in S^{(0)} \), when \( \mu(J_\nu) = i_q' \in S^{(1)} \) and \( i_q' < i_\nu' \), \( t(J_\nu) \) has inserted into the list \( M'(\nu=1) \) at P4-b) in a previous iteration.

(c) If \( \mu(J_\nu) = i_S \in S^{(0)} \), the TEP \( t(J) \) such that \( J = J_\nu \setminus \{i_\nu\} \) satisfies \( F(t(J)) \leq F(t(J_\nu)) \) and \( t(J) \in \mathcal{T}_\nu \) by the condition (C1). Therefore such \( t(J) \in \mathcal{T}_\nu \) was selected.
as the best pattern at P2) in a previous iteration and then \( t(J_j) \) has inserted into the list \( M^{(i)} \) at P4-c) in the same iteration.

Similarly, when \( \mu(J_j) = t_j \in \mathcal{S}^{(1)} \), we can show \( t(J_j) \) has inserted into the list \( M^{(i)} \) at P4-c) in the \( \lambda \)-th iteration such that \( \lambda \leq \nu \).

As we mentioned in (i), since the first best pattern \( t(J_1) \) has been generated when initial lists has been constructed by Eq. (24), the assumptions of (ii) are satisfied and this completes the proof. \( \square \)

### Appendix B: The Proof of Lemma 3

We will prove the lemma by the mathematical induction. Let \( \nu \) represent the iteration number.

(i) The case of \( \nu = 1 \):

The first referenced codeword is the same (\( \tilde{e}_{\text{ref}} = e_0 \)) in both decoding algorithm. So the heuristic values of the first best pattern selected at S2) and P2) are identical.

(ii) The case of \( \nu \geq 2 \):

Assume that heuristic values of all TEPs generated before the \( \nu \)-th iteration of the proposed decoding algorithm are the same as those of the GBF decoding algorithm. So the heuristic values of the best pattern \( t(J) \) selected at S2) and P4) in the \( \nu \)-th iteration are identical.

We first consider the heuristic value of \( t(J^0 \cup i_q) \), \( i_q \in \mathcal{S}^{(0)} \), which is obtained at P4-a) after selecting \( t(J) \) as the best pattern. This TEP \( t(J^0 \cup i_q) \) is generated at the same iteration of generating \( t(J) = t(J^0 \cup i_{q+1}) \), \( i_{q+1} \in \mathcal{S}^{(0)} \), in the GBF decoding algorithm since both of them are extended patterns of \( t(J^0) \). Then their heuristic values are calculated by referring the same codeword, say \( \tilde{e}_{\text{ref}} \). On the other hand, by the step (a) of the proposed decoding algorithm with the adaptive procedure, if we calculate the heuristic value of \( t(J^0 \cup i_q) \) by referring \( \tilde{e}_{\text{ref}}^* \), it is identical to that in the GBF decoding algorithm. Similarly, the heuristic value of \( t(J^0 \cup i_q') \), \( i_q' \in \mathcal{S}^{(1)} \), which is obtained at P4-c) is calculated by the same referenced codeword and thus it has the same heuristic value in both decoding algorithm.

Next we consider the heuristic values of \( t(J \cup i_j) \) and \( t(J \cup i_j') \) which are obtained at P4-c) after selecting \( t(J) \) as the best pattern. These TEPs \( t(J \cup i_j) \) and \( t(J \cup i_j') \) are also generated in the same iteration of the GBF decoding algorithm and hence the heuristic values of them are identical. Therefore, heuristic values of TEPs generated in the \( \nu \)-th iteration of the proposed decoding algorithm are the same as those of the GBF decoding algorithm.

The arguments (i) and (ii) complete the proof. \( \square \)

### Appendix C: Comparison with the Improved Method of [8]

Valenbois et al. have proposed an improved method of the original BF decoding algorithm (we will call this method the improved BF (IBF) decoding algorithm) [8]. In this section, we compare the proposed decoding algorithm with the IBF decoding algorithm.

The IBF decoding algorithm exploits the property of the function \( \Lambda(\cdot) \) satisfying Eq. (9) as well as the condition (C1). We will consider any heuristic functions \( F(\cdot) \) satisfying both the condition (C1) and Eq. (9).

In the IBF decoding algorithm, each list \( M^{(1)}, M^{(2)}, \ldots, M^{(k)} \) contains at most one TEP while we arrange another list \( A \) which stores TEPs already selected as the best pattern at S2). After a TEP \( t(J) \) is selected as the best pattern, it is added to the end of the list \( A \).

The initial lists of TEPs are constructed by

\[
M^{(j)} = \{t(j)\} \quad \text{for} \quad j \in [1, k],
\]

as in the original BF decoding algorithm. In the initial step of the algorithm, the list \( A \) is set as \( A = \emptyset \).

When a TEP \( t(J), \mu(J) \neq k \), is selected as the best pattern, we delete it from the list \( M^{(\mu(J))} \) and added it to the end of the list \( A \). It is readily shown by Eq. (9) that the next TEP to be stored in the list \( M^{(\mu(J))} \) is \( t(J') \cup \mu(J) \) where \( t(J') \) is given by

\[
t(J') = \arg \min_{t(J)} \left\{ F(t(J)) \geq F(t(J')) \mid \mu(I) < \mu(J) \right\}.
\]

We can show that the \( t(J') \) is the first TEP with \( \mu(J') < \mu(J) \) following \( t(J^0) \) in the list \( A \) if it has been already stored in the list \( A \). Note that if a selected best pattern has no extended patterns or if all its extended patterns have been already generated, we do not need to possess it in the list \( A \).

[The improved BF decoding algorithm [8]]

S’1) Set \( \tilde{e}_0 := u \tilde{G}, \tilde{e}^* := \tilde{e}_0 \) and \( L := L(\tilde{e}_0) \). Construct the initial lists of TEPs by Eq. (A-2).

S’2) Select the best pattern \( t(J) \in M^{(\mu(J))} \) among TEPs in non-empty lists \( M^{(j)} \). If \( F(t(J)) \geq L \), then output \( \tilde{e}^* \) and halt the algorithm.

S’3) Generate the next candidate codeword by \( \tilde{e}_J := \tilde{e}_0 \oplus t(J) \tilde{G} \). If \( L(\tilde{e}_J) < L \), then set \( L := L(\tilde{e}_J) \) and \( \tilde{e}^* := \tilde{e}_J \).

S’4) a) Delete \( t(J) \) from the list \( M^{(\mu(J))} \). If \( \mu(J) \neq k \), store \( t(J) \) into the list \( A \).

b) Find a TEP \( t(J') \) which satisfies Eq. (A-3) in the list \( A \). If such \( t(J') \) exists, then generate \( t(J' \cup \mu(J)) \) and store it in the list \( M^{(\mu(J))} \).

c) If there is an empty list \( M^{(j)} \) with \( \mu(J) < j, j \neq \mu(J) \), store \( t(J^0 \cup j) \) in the list \( M^{(j)} \).

d) If all extended patterns of the TEP \( t(J^0) \) have been already generated, delete it from the list \( A \).

S’5) If \( M^{(j)} = \emptyset \) for all \( j \in [1, k] \), then output \( \tilde{e}^* \) and halt the algorithm. Otherwise, go to S2). \( \square \)

Note that for a selected best pattern \( t(J) \), at most one TEP is newly stored in a list (the selected best pattern is only moved from the list \( M^{(\mu(J))} \) to the list \( A \) and the new generated TEP is stored in the list \( M^{(\mu(J))} \)). Therefore the
A heuristic function satisfies the condition (C2), the proposed decoding algorithm can also employ it. By Proposition 1, we set \( S(0) = [1, k] \) and the number of TEPs newly stored in lists in each iteration of the proposed decoding algorithm is at most two (one is an extended pattern and the other is an adjacent pattern). The list size of the proposed decoding algorithm also increases at most by one in each iteration since the selected best pattern is deleted from the list.

We have the following proposition on the relationship between the IBF decoding algorithm and the proposed decoding algorithm.

Proposition 4: Assume that both the IBF and the proposed decoding algorithms employ a heuristic function satisfying the condition (C1) and Eq. (9). We further assume that the heuristic function satisfies the condition (C2) with \( S(0) = [1, k] \) such as the function \( \Delta(\cdot) \). Then the maximum list size of TEPs in the proposed decoding algorithm is no more than that in the IBF decoding algorithm.

(Proof) We will prove the proposition by mathematical induction. We here denote the iteration number by \( n \).

(i) The case of \( n = 1 \):

The initial list constructed by Eqs. (24) and (A.1) indicate the list size of the proposed decoding algorithm is no more than that in the IBF decoding algorithm. Note that Eq. (9) cannot tell that we only need to store \( t(k) \) in lists so we need to store other TEPs with Hamming weight one in the IBF decoding algorithm.

(ii) The case of \( n \geq 2 \):

We first remark that the selected best pattern \( t(J) \) in the \( n \)-th iteration of the IBF and the proposed decoding algorithms is identical since both algorithms perform the priority-first search. Denote the set of TEPs stored in lists in the proposed and the IBF decoding algorithms by \( T_p \) and \( T_{IBF} \), respectively. Then there exists a one-to-one mapping \( \phi \) from each element of \( T_p \) to that of \( T_{IBF} \) given by

\[
\phi : T_p \rightarrow T_{IBF}, \quad (A \cdot 4)
\]

and

\[
\phi(t) \neq \phi(t') \quad \text{if} \quad t \neq t'. \quad (A \cdot 5)
\]

Actually \( \phi(t(J)) = t(J) \) or \( \phi(t(J)) = t(J) \). i.e., when a TEP \( t(J) \) is newly generated in the \( n \)-th iteration of the proposed decoding algorithm, then the same iteration of the IBF decoding algorithm possesses the corresponding TEP of the form of either its adjacent pattern \( t(J^p) \) or \( t(J) \) itself in the list \( A \) or \( t(J) \) itself in the list \( M^{(\mu(J))} \). Based on this mapping, we can see that there is a correspondence between the TEP newly generated in the proposed decoding algorithm and a TEP stored in list in the IBF decoding algorithm. Therefore, the increased list sizes in the \( n \)-th iteration of both algorithms are the same.

From the arguments (i) and (ii), we can prove the theorem. \( \square \)

Unfortunately, as known to the authors, there are no heuristic functions which satisfy both conditions (C1) and Eq. (9) except for the function \( \Delta(\cdot) \). The function \( \Delta(\cdot) \) is ineffective heuristic function compared with the function \( f(\cdot) \) or \( g(\cdot) \) since it only utilizes the information over the \( k \) MRI positions while functions \( f(\cdot) \) and \( g(\cdot) \) utilize one over the remaining \( n - k \) positions as well as one over the \( k \) MRI positions. Therefore we may say that the proposed decoding algorithm is more effective than the method in [8].
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