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Abstract—Pattern mining has become an important task in data mining. Frequent itemsets find application in a number of real-life contexts. Most of the past work has been on finding frequent itemsets, but also infrequent itemset mining has demonstrated its utility in web mining, bioinformatics, fraud detection and other fields. The infrequent itemset mining problem is discovering itemsets whose frequency of occurrence in the analyzed data is less than or equal to a maximum threshold. This paper provide a general overview of the different papers related to infrequent patterns and gives the knowledge on different algorithms proposed for mining infrequent patterns which are basis for future research in the field of pattern mining.
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INTRODUCTION

Data Mining extracts knowledge from large databases to discover existing and newer patterns. Data mining is the technique of automatic finding of hidden valuable patterns and relationships from huge volume of data stored in databases in order to help make better business decisions. Discovering useful patterns hidden in a database plays an essential role in several data mining tasks. Frequent itemsets find application in a number of real-life contexts. Buying a PC first, then a digital camera, and then a memory card, if it occurs frequently in a shopping history database, is a frequent pattern. The market basket analysis is one of the applications of the frequent itemset mining. It analyses customer buying habits by finding associations between the different items that customers place in their “shopping baskets”. For instance, if customers are buying soap, how likely are they going to also buy washing power on the same trip to the supermarket? Such information can lead to increased sales by helping retailers do selective marketing and arrange their shelf space. Most of the past work has been on finding frequent itemsets, but also infrequent itemset mining has demonstrated its utility in different areas.

Patterns that are rarely found in database are considered to be uninteresting and are eliminated using the support measure. Such patterns are known as infrequent patterns. An infrequent pattern is an itemset or a rule whose support is less than the minsup threshold. Infrequent patterns are likely to be of great interest as they relate to rare but crucial cases. Examples of applications where mining rare itemsets include identifying relatively rare diseases, predicting equipment failure, and finding associations between infrequently purchased items. In the market basket domain, indirect associations can be used to find competing items, such as desktop computers and laptops, which states that people whom buys desktop computers won’t buy laptops. Infrequent patterns can be used to detect errors. For example, if {Fire = Yes} is frequent, but {Fire = Yes, Alarm = On} is infrequent, then the alarm system probably is faulting. Also, in the study of finding a better treatment approach for a special disease, researchers would like spend more time on studying an abnormal case rather than reading the millions of records of healthy people. To detect such unusual situations, the expected support of a pattern must be determined, so that, if a pattern turns out to have a considerably lower support than expected, it is declared as an interesting infrequent pattern.

LITERATURE SURVEY

R. Agrawal et al in [28] proposed Apriori algorithm, which is used to obtain frequent itemsets from the database. The itemsets which appear frequently in the transactions are called frequent itemsets. MINIT (MINimal Infrequent Itemsets), which is the first algorithm designed specifically for mining minimal infrequent itemsets (MIIs)[2]. A minimal infrequent item-set is an infrequent item-set that do not have a subset of items which forms an infrequent item-set. MINIT is both minimal and non-minimal (unweighted) infrequent itemset mining from unweighted data. It is based on SUDA2 algorithm. Also showed that the minimal infrequent itemset problem is NP-complete problem.
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Author in [10] has purposed a way to find out weights of items and weights of transactions without pre-assigned weights in the database. HITS model is used to derive the weights of transactions from a database with only binary attributes which is based on Link Ranking Analysis. Based on these weights, w-support is defined to give the significance of item sets which differs from the traditional support in taking the quality of transactions into consideration. An Apriori-like algorithm is proposed to extract association rules whose w-support and w-confidence are above some given thresholds.

Mehdi Addaet. al. described ARANIM algorithm for *Apriori Rare and Non-Present Item-set Mining* to mine rare and non-present itemsets in [7]. Non present items are used to detect what is missing in defective process. The proposed approach is Apriori-like and the mining idea behind it is that if the item-set lattice representing the itemset space in classical Apriori approaches is traversed in a bottom-up manner, equivalent properties to the Apriori exploration of frequent item-sets is provided to discover rare item-sets[7]. Also author proposed an approach based on rare patterns to detect suspicious uses and behaviors in the context of a Web application.

[1] is used to find the infrequent patterns and non-present patterns but it does not considers any pruning strategy. It is better to implement any pruning strategy to improve the complexity of the proposed method. Paper [22] proposed Talky-G and Walky-G algorithms. It uses a depth-first strategy for traversal. IFP_min algorithm described in [3] uses concept of residual tree to reduce computation time. The IFP_min algorithm recursively mines the minimally infrequent itemsets (MIIs) by dividing the IFP-tree into two sub-trees: projected tree and residual tree[3]. Pattern-growth based algorithms are computationally faster on dense datasets.

Apriori-rare is a modification of the Apriori algorithm used to mine frequent itemsets. To retrieve all rare itemsets from minimal rare itemset (mRIs), a prototype algorithm called “A Rare Itemset Miner Algorithm (Arima)” was proposed in [8]. Arima generates the set of all rare itemsets, splits into two sets: the set of rare itemsets having a zero support and the set of rare itemsets with non-zero support. If an itemset is rare then any extension of that itemset will result a rare itemset [8].

Paper [24] presented WSFI (Weighted Support Frequent Itemsets) algorithm where user can specify the weight for each item. A WSFP-Tree store compressed important information about frequent patterns which is an extended FP-tree. It mines the frequent itemsets in only one scan from the data stream.

In [4] proposed FP-Growth-like algorithms i.e. IWI and MIWI for discovering infrequent itemsets by using weights for differentiating between relevant items and not within each transaction. The IWI-support measure is defined as a weighted frequency of occurrence of an itemset in the analyzed data. Occurrence weights are derived from the weights associated with items in each transaction by applying a given cost function. They mainly focuses on IWI-support-min measure and IWI-support-max measure which are described as: (i) The IWI-support-min measure, which relies on a minimum cost function, i.e., the occurrence of an itemset in a given transaction is weighted by the weight of its least interesting item, (ii) The IWI-support-max measure, which relies on a maximum cost function, i.e., the occurrence of an itemset in a given transaction is weighted by the weight of the most interesting item. As per the analysis of [5] MIWI is the most effective algorithm, which computes in very less computing time, improves the efficiency of performance when the database is large, computes the weighted transaction among the existing algorithms.

**CONCLUSION**

Frequent Itemset Mining has attracted plenty of attention but much less attention has been given to mining Infrequent Itemsets. This paper surveys different research papers that proposed various algorithms which are basis for future research in the field of pattern mining. This paper explains different application areas where the infrequent patterns are used. Identifying infrequent patterns efficiently from large datasets and the interesting patterns from the discovered patterns are the challenging tasks in the field of infrequent itemset mining.
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