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Abstract—We study carrier assignment in a single-cell multi-user OFDM multi-carrier system so as to satisfy user rate requirements with minimal resources. Different users experience different quality in different carriers due to frequency selectivity of users’ propagation channels and due to non-co-located user receivers that perceive different interference from neighboring cells across carriers. We study a static instance of the problem, specified by user carrier qualities and rate requirements. Adaptive modulation at the transmitter differentiates carriers for each user. In good quality carriers, the user satisfies per-frame rate requirements with few slots (or equivalently it satisfies its per-slot rate requirements with small occupied time slot portion). We study integral and fractional assignment, where a user is assigned to only one or several carriers. Fractional assignment is formulated as a linear programming problem. For integral assignment, we introduce two classes of iterative heuristics that use carrier reassignment to users and user substitution in carriers respectively and may be viewed as resulting from corresponding optimal fractional assignment algorithms. We use Lagrangian relaxation to obtain performance bounds and show that the two classes of heuristics arise from two relaxations. Our approach identifies efficient feasible solutions and is amenable to distributed implementation.
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I. INTRODUCTION

Wireless network users and their rate demands steadily increase while sizes of allocated bandwidth chunks to various communication systems remain limited. Orthogonal frequency division multiplexing (OFDM) emerged as a multi-carrier access and signaling technique for providing high data rates per unit of available bandwidth. The spectrum is divided into orthogonal narrow-band subcarriers as in frequency division multiplexing. Appropriate subcarrier spacing preserves channel orthogonality despite subcarrier overlap in frequency and leads to high spectral efficiency. The user bit stream is split into bit subsets, the subsymbols. Each subsymbol modulates a subcarrier and several subsymbols of a user are transmitted in parallel over subcarriers. This transmission mode reduces effective symbol transmission rate and provides immunity to inter-symbol interference. OFDM is included in IEEE 802.11a/g standards for WLANs in distributed coordination function (DCF) with users connected in multiple hops, or in point coordination function (PCF) with single-hop connection to an access point (AP). OFDM is also considered for IEEE 802.11n WLAN standard, the current and evolving IEEE 802.16x WiMAX broadband wireless access standards, and in wireless personal area networks. In OFDM-based 802.11 and 802.16 system, a carrier can be thought of as a band of subcarriers and is referred to as a channel. For instance, IEEE 802.11a/g has 11 channels. Resource allocation at a channel level and in the presence of transfer limitations is performed so that a user is allocated to a single carrier. Furthermore, in other currently employed multi-carrier systems such as 2G cellular ones and their successors and in wireless cable systems, frequency bands corresponding to different carriers do not overlap. The difference from OFDM is that a user is allocated to a single carrier frequency out of available ones.

The fundamental goal in a communications system, Quality of Service (QoS), is perceived as an acceptable signal-to-interference-and-noise ratio (SINR) or bit error rate (BER) at the receiver at the physical layer and as certain rate or delay guarantees at higher layers. In order to ensure best user QoS, techniques that span several layers are employed. At the access and higher layers these are channel allocation, buffer management, routing and flow control. At physical layer, adaptation of modulation level [2] and channel coding rate controls the amount of sustainable interference for a maximum acceptable BER, while transmit power control changes SINRs. In [3], adaptive modulation is considered together with time slot allocation for one carrier. The base station (BS) receives user SINR measurements and searches for available slots with a given modulation level to support user rate requirements. If an adequate number of such slots cannot be found, a query for more slots and lower modulation level is made.

Most of the studies on multi-user OFDM systems focus on power control for maximizing instantaneous achievable rate [4]-[6]. For given subcarrier allocation to users and a total power constraint for each user, the optimal rate is achieved by power water-filling across subcarriers of each user, followed by user bit allocation. However, finding the subcarrier allocation and bit and power allocation that maximize total rate is a hard problem due to the combinatorial nature of subcarrier allocation and the different subcarrier qualities for users. In [4], this discrete allocation problem is studied for uplink and
a power constraint for each user. The problem is relaxed to a continuous convex optimization one that is solved numerically. The corresponding problem for downlink with a total power constraint over all users is solved by assigning each subcarrier to the user with the largest gain in it and then water-filling [5]. In [7] the authors present a utility maximization framework for OFDM resource allocation. In [8], the dual problem of [4] is studied, namely subcarrier, bit and power allocation for minimizing total power while satisfying rate constraints of users. The continuous relaxation of the integer programming problem leads to an iterative algorithm and a suboptimal solution. In these problems, continuous variables are interpreted as time portions where a subcarrier is occupied by a user. Another line of works [9], [10] give subcarrier allocation heuristics that find an initial assignment and then perform greedy iterative improvements on the objective value (which is usually power minimization) by subcarrier reassignments.

In multi-user OFDM systems with underlying TDMA frame, each user is served by the BS through allocated subcarriers and time slots [11]. In each subcarrier of fixed symbol rate, user rate depends on the modulation level in bits per symbol. In OFDM, a user experiences different frequency response in different subcarriers due to frequency selectivity of its propagation channel, induced by multi-path fading. Furthermore, since user receivers in the downlink are not co-located, users in different locations have different multi-path characteristics and perceive different interference from neighboring cells across carriers. The cumulative effect is that a user experiences different quality in different carriers. Given the situation above, the resource allocation controller should allocate each user to the subcarrier of best quality where it can receive data with the highest modulation level. A high modulation level means a large number of conveyed bits per symbol and therefore a small number of needed symbols to satisfy rate requirements. This is turn implies that the user needs to occupy a small portion of time slot to satisfy its rate requirements per slot, or, by proportion, it needs fewer slots per frame to satisfy per-frame rate requirements. The objective is to minimize the total amount of required resources that fulfill user requirements, whether resource refers to total required time slot portion across subcarriers or to total number of time slots per frame. By utilizing small amount of resources to accommodate all users, the allocation agent can respond better to a sudden channel quality deterioration or user load increase. Ideally, each user should be allocated exclusively to the subcarrier where it can receive data with highest modulation level so that it satisfies rate requirements with minimum amount of resources. However, it may happen that some subcarriers of good quality are very popular for assignment to several users and therefore not all users can be accommodated in these subcarriers. In that case, subcarriers of lower quality should be used for some users with the expense that users have to occupy more time slot portion and time slots per frame in these subcarriers to achieve their rates. Besides OFDM subcarrier allocation, carrier assignment arises in other multi-carrier systems where each user is allocated only to one carrier as discussed earlier.

We study carrier assignment with the objective to satisfy certain user rate requirements with minimal amount of resources. We consider a static problem instance, specified by user rate requirements and perceived carrier qualities. Under the assumption of time-invariant channel in a frame, rate requirements for each user are mapped to a number of required bits per time slot. Depending on carrier quality and modulation level for the user, these bits correspond to different occupied time slot portions in different carriers. The carrier assignment problem amounts to finding time slot portions for users across different carriers that satisfy user requirements with minimum amount of resources. If the assumption above is relaxed, a problem with $N$ carriers and $C$ slots per frame can be handled as $NC$ carriers. With this work, we contribute to the current literature as follows: (i) we formulate the carrier allocation problem where adaptive modulation differentiates resource utilization of carriers by users, (ii) we study fractional and integral carrier assignment which capture the situation in OFDM or other multi-carrier systems and extend our approach to allocation of groups of carriers (iii) we rely on the optimal solution method for fractional user assignment to devise meaningful iterative heuristics for integral user assignment, and (iv) we use Lagrangian relaxation to obtain performance bounds and define a framework for designing efficient assignment algorithms. The structure of relaxation makes the algorithms amenable to distributed implementation as well.

The term “carrier” refers either to an OFDM subcarrier or to a carrier frequency in some generic multi-carrier system. The rest of the paper is organized as follows. In section II we provide the model, assumptions and problem statement. In section III we present algorithms for integral and fractional user assignment, in section IV we relate them to Lagrangian relaxation and in section V we present numerical results. Section VI concludes our study.

II. SYSTEM MODEL AND PROBLEM STATEMENT

A. System Model

We consider downlink transmission from a BS to $K$ users with a multi-carrier system of $N$ orthogonal carriers. A fixed transmission power is used, so that power allocation across carriers and users is not an issue. A TDMA frame of duration $T_f$ sec is assumed, consisting of a part for control data such as allocation information and measurement exchange and $C$ time slots of duration $T_s$ for data transmission. Data arrive from higher layers in bits and need to be transmitted to users. A user $i$ has rate requirements $r_i$ in bits/sec at the access layer, which corresponds to $r_i T_f$ bits per frame or $r_i T_s$ bits per slot.

Carrier quality for a user depends on propagation factors, such as path loss, shadowing and multi-path. Path loss depends on carrier frequency. Multi-path channel characteristics of a user, such as path gains and delays give rise to frequency selectivity which is reflected to different values of the channel frequency response function across carriers of the user. Furthermore, the different locations of users and different amounts of carrier reuse in neighboring locations create user-dependent perceived amount of interference. We assume no mobility for user receivers and the surrounding environment, so that carrier coherence time is sufficiently large. For Doppler frequencies of less than 2km/h, carrier coherence time is of the order of several msec. We also assume that the amount
of interference at a user receiver is similar across all slots in a carrier frame, which implies that neighboring locations use all slots of an employed carrier. Under these assumptions, carrier gains and interference factors for each carrier and user are time-invariant for a frame duration. The collective effect of propagation factors and interference is captured by carrier gains $\sqrt{g_{n,k}}$ and interference factors $\sqrt{I_{n,k}}$ respectively for each user $k = 1, \ldots, K$ and carrier $n = 1, \ldots, N$. Each user experiences the same quality in all slots of a given carrier, yet it sees different carrier qualities across carriers.

To satisfy user rate requirements, the allocation controller at the BS assigns a number of carriers and slots to users. For user $i$ that is assigned to carrier $j$, a modulation level with $b_{ij}$ bits per symbol is selected from a $L_0$-element set $\mathcal{M} = \{b_1, \ldots, b_{L_0}\}$ of available QAM or QPSK constellations with different number of bits per subsymbol, $b_1 < \ldots < b_{L_0}$. We do not consider receiver noise. The BER at the output of the detector of a user receiver in a carrier should satisfy $\text{BER} \leq \epsilon$, where $\epsilon$ is a prespecified value. For $M$-QAM modulation level with $M = 2^b$, $b \in \mathcal{M}$ and signal-to-interference ratio (SIR) $\gamma$, the maximum sustainable modulation level so that $\text{BER} \leq \epsilon$ is $\log_2(1 + K \gamma)$ with $K = -1.5 / \ln(5\epsilon)$ [2]. Each user measures received signal strength and interference at each carrier with pilot symbols transmitted by the BS in control slots at the beginning of the frame and provides that information to the BS controller in the uplink. For time-invariant carrier quality in a frame, the controller estimates attainable SIR per carrier and user as $g_{n,k} / I_{n,k}$ and computes maximum sustainable modulation level for each user and carrier.

In OFDM, the bit stream of each user $i$ is divided into bit groups of variable size, each of which constitutes an OFDM symbol for the user. A given number, $S = T_s / T$, of OFDM symbols is transmitted in a slot, where $T$ is the symbol period. The bits of an OFDM symbol of user $i$ are divided into $N_i \leq N$ subgroups, where $N_i$ is the number of carriers used for transmission to user $i$. The bits of each subgroup constitute a user subsymbol, and $S$ such subsymbols modulate a carrier within a slot. If user $i$ is allocated $A_{ij}$ time slots in carrier $j$ with modulation level $b_{ij}$, it gets a total of $n_i = S \sum_{j=1}^{N_i} b_{ij} A_{ij}$ bits per frame and rate $n_i / T_f$. In multi-carrier systems other than OFDM, a user $i$ is assigned only to one carrier, it transmits a fixed number of $S$ symbols in a slot with modulation $b_i$ and is given $A_i$ slots in that carrier, achieving rate $\frac{S}{A_i} b_i A_i$. Two types of user assignment can be seen: (i) fractional user assignment, where a user is allocated slots in several carriers to satisfy rate requirements, (ii) integral user assignment, where a user is allocated slots of only one carrier. An example with 3 users, 6 carriers and $C = 10$ time slots per frame is depicted in figure 1. User 1 is assigned only to carrier 1, user 2 uses slots in carriers 2, 3, 4, 5 and user 3 occupies slots in carriers 1, 2, 3. We have integral assignment for user 1 and fractional assignment for users 2 and 3.

Carrier gains $\{g_{n,k}\}$ for $n = 1, \ldots, N$ and $k = 1, \ldots, K$ and user rate requirements $\{r_k\}$, for $k = 1, \ldots, K$ may change between frames. In this work, we consider the static resource allocation problem on a frame basis and we are not concerned with dynamics across frames. We focus on assignment in one cell and do not address coordination among multiple BSs.

**B. Problem Statement**

User rate requirements can be expressed in terms of bits per frame or bits per slot. Each user perceives different quality in different carriers and thus needs different amounts of time resource to fulfill rate requirements in each carrier. On a frame basis, this amount pertains to the portion of a frame occupied by the user so that per-frame requirements are met. This portion is approximately given by the number of required time slots in the carrier frame by that user (assuming that in each time slot, all $S$ symbols belong to that user), divided by $C$. On a time slot basis, the time resource is the portion of a carrier slot devoted to symbols of that user so that per-slot requirements are met. This portion is given by the number of symbols of a user in a slot, divided by $S$.

The amount of required time resources in a carrier by a user depends on its rate requirements and on the maximum sustainable modulation level of the user in the carrier which reflects carrier quality for the user. High modulation level means a large number of conveyed bits per symbol and therefore a small number of needed symbols to satisfy rate requirements. This implies that the user needs a small portion of time slot to satisfy its per-slot rate requirements. By proportion, it needs few slots per frame to satisfy per-frame rate requirements. Hence, more users can be accommodated in the system, and user capacity is increased. On the other hand, low modulation levels lead to low bit rates and much time resource is needed by users to satisfy rate requirements. However, high modulation levels are susceptible to interference, they require high SIR to maintain a given BER and can be used only in good quality carriers, as opposed to low modulation levels which can be used in lower quality carriers.

Allocating users to carriers so as to fulfill user requirements should be accomplished with minimal amount of resources so that the system is better prepared to cope with a potential traffic load increase or carrier quality deterioration. Each user should be assigned carriers of best quality, namely those where it can sustain high modulation levels. However, it may happen that some good quality carriers are preferable by several users...
and all users cannot achieve their (per-frame or per-slot) rate requirements. In that case lower quality carriers should be used for some users, with the expense that additional time resource will be consumed to satisfy rate requirements. The arising problem is stated as follows:

**Problem (P):** Given $K$ users with certain rate requirements and given $N$ carriers, allocate users to carriers so that user rate requirements are satisfied, and the minimum total amount of resources is used, subject to a maximum allowable BER per user and carrier.

We assume that user rate requirements can be satisfied at least with the lowest modulation level $b_{L_0}$, otherwise the problem is not meaningful. In the sequel, we present the problem formulation on a frame basis. Let $\alpha_{ij}$ denote the number of required slots so that user $i$ satisfies its rate requirements $r_i$ when assigned only to carrier $j$, for $i = 1, \ldots, K$ and $j = 1, \ldots, N$. This is computed as

$$\alpha_{ij} = \left\lceil \frac{r_i T_f}{S_{ij}} \right\rceil,$$

where $\lceil x \rceil$ denotes the smallest integer that exceeds $x$. Define the long $(NK \times 1)$ vector $\alpha = (\alpha_{ij} : i = 1, \ldots, K$ and $j = 1, \ldots, N)$. Vector $\alpha$ completely specifies an instance of the problem. Let $x_{ij}$ be the portion (percentage) of rate requirements of user $i$ that are satisfied by assignment to carrier $j$ and let $x = (x_{ij} : i = 1, \ldots, K$ and $j = 1, \ldots, N)$ be the corresponding $(NK \times 1)$ vector. Problem (P) is stated formally as follows:

$$\min_x Z(x) = \sum_{i=1}^K \sum_{j=1}^N \alpha_{ij} x_{ij}$$

subject to the constraints:

$$\sum_{j=1}^N x_{ij} = 1, \quad \text{for } i = 1, \ldots, K,$$

$$\sum_{i=1}^K \alpha_{ij} x_{ij} \leq C, \quad \text{for } j = 1, \ldots, N,$$

$$0 \leq x_{ij} \leq 1 \quad \text{or} \quad x_{ij} \in \{0, 1\} \forall i, j.$$

Constraints (3) are assignment constraints and imply fulfillment of user rate requirements. Constraints (4) are capacity constraints. Finally, constraints (5) specify the range of values $x_{ij}$ for fractional or integral assignment. An assignment $x$ is feasible if it satisfies (3)-(5). A feasible assignment $x^*$ is optimal if $Z(x^*) \leq Z(x)$ for all feasible assignments $x$. With appropriate scaling of parameters $\alpha_{ij}$ and constraints, the problem above with $C$ time slots becomes equivalent to the per-slot problem of finding the slot fractions assigned to different users in different carriers so as to satisfy per-slot user requirements with minimum amount of time resources under the premise that a user occupies different time slot fractions in different carriers. In what follows we present our approach and algorithms on a frame basis.

### III. INTEGRAL AND FRACTIONAL CARRIER ASSIGNMENT

#### A. Integral Assignment

In integral user assignment, which arises in multi-carrier systems other than OFDM, each user is assigned to only one carrier. A first question concerns identifying a feasible integral assignment of $K$ users to $N$ carriers for a problem instance specified by $\alpha$. Consider a simple instance $\mathcal{I}$, where a user needs the same number of slots in all carriers, namely for every user $i$, it is $\alpha_{ij} = \alpha_i$ for $j = 1, \ldots, N$. Call each user $i$ an item of size $\alpha_i$ and let each carrier of capacity $C$ be a bin of size $C$. Then, the feasibility question is equivalent to the decision version of bin packing problem: “Given $K$ items of sizes $\alpha_1, \ldots, \alpha_K$ and an integer $N$, is it possible to pack all items in $N$ bins of size $C$?” This is known to be NP-Complete. Since instance $\mathcal{I}$ of our problem is equivalent to the decision version of bin packing, instance $\mathcal{I}$ is also NP-Complete.

Next, we show NP-Completeness for a general instance of the feasibility problem, where for each $i$ it is $\alpha_{ij} \neq \alpha_{ik}$ for $j \neq k$. We use reduction to transform instance $\mathcal{I}$ to an instance $\mathcal{I}'$ of the general problem. We do that for $N = 2$ carriers and $K$ items with sizes $\alpha_1, \alpha_2, \ldots, \alpha_K$. Assume without loss of generality that $K$ is even, i.e., $K = 2\kappa$ for some integer $\kappa$. Given instance $\mathcal{I}$, we construct an instance $\mathcal{I}'$ of the general problem as follows. We have $\kappa$ users with $\alpha_{i1} = \alpha_{i2}$, and $\alpha_{i2} = \alpha_{\kappa+i}$, for $i = 1, \ldots, \kappa$. The carrier capacities in $\mathcal{I}'$ are $C$ and $C + \sum_{i=1}^\kappa (\alpha_{i2} - \alpha_{i1})$ respectively. Then, instance $\mathcal{I}'$ is equivalent to $\mathcal{I}$, in the sense that a feasible allocation for $\mathcal{I}'$ exists if and only if a feasible allocation for $\mathcal{I}$ exists. Thus, the feasibility problem is NP-Complete. The optimization version of the problem is given by objective (2) subject to constraints (3), (4) and the integral constraint (5). This is the Generalized Assignment Problem (GAP) which is known to be NP-Hard [12].

#### B. Algorithms for Integral Assignment

It is desirable to design heuristic algorithms of reasonable complexity that provide feasible assignments with performance close to that of the optimal solution. In the sequel, we present two classes of algorithms, each of which follows a different rationale in allocation. Both consist of two phases: (i) initial and possibly infeasible assignment, and (ii) iterative improvements to reach an efficient feasible solution. In the next section, we show that these heuristics can be viewed as emerging from two Lagrangian relaxations. We assume that, at the beginning of the algorithm, the allocation controller obtains measurements and computes vector $\alpha = (\alpha_{ij} : i = 1, \ldots, K$ and $j = 1, \ldots, N)$.

1) Class $A_1$ of heuristics: In the first class of heuristics, the controller sorts parameters $\alpha_{i1}, \ldots, \alpha_{iN}$ for each user $i$ in increasing order and constructs a preference list of carriers for each user. The algorithm starts by assigning each user to its best carrier in terms of required number of slots. A carrier is overloaded if its capacity constraint is violated, otherwise it is underloaded. If after initial assignment no carrier is overloaded, this is the optimal assignment. If all carriers are overloaded, no feasible assignment exists. The interesting and often arising case is that, after initial assignment, a set of carriers $S_1$ may be overloaded and a set of carriers $S_2$ are underloaded. In this case, reallocation is needed. Fix attention to carriers $j$ and $k$, where $j$ is overloaded and $k$ is underloaded after initial assignment. Users should be
transferred from overloaded (and most preferable) carriers to underloaded (and less preferable) ones, if there exists sufficient residual capacity in the latter. Users must be transferred so that they induce minimal additional increase in slot occupancy. For each user $i$ in overloaded carrier $j$, we define the User-Carrier Transfer Factor (UCTF) for the tentative transfer of $i$ from carrier $j$ to $k$ as $\Lambda_i(j \to k) = a_{ik}/a_{ij}$, with $\Lambda_i(j \to k) \geq 1$. This factor captures transfer “efficacy”. Among candidate users, we transfer the one that causes the minimal additional increase in used slots. User transfers with small UCTF values should occur first. Ties are broken by assigning an index to each user and selecting the smallest index. A feasible solution is an assignment of each user to a carrier so that all user requirements are satisfied and no carrier is overloaded. For $N = 2$ carriers, say $j$ and $k$, let $j$ be overloaded and $k$ be underloaded after initial assignment. Let $U_j$ be the set of users assigned to carrier $j$. The idea is to select user $i_0$ from carrier $j$, such that $i_0 = \arg \min_{i \in U_j} \Lambda_i(j \to k)$ and transfer it to carrier $k$. User transfers are performed until either both carriers are underloaded or both are overloaded. In the former case we have a feasible solution, and in the latter case no feasible solution exists.

Consider now $N > 2$ carriers and let $N_1 = |S_1|$ and $N_2 = |S_2|$ be the number of overloaded and underloaded carriers. If $N_1 = 1$ and $N_2 > 1$, we start moving users from the overloaded carrier (say $k$) to underloaded ones. In that case, we must select a user $i_0$ in carrier $j$ and transfer it to an appropriate underloaded carrier $k_0$, such that

$$ (i_0, k_0) = \arg \min_{i \in U_j, k \in S_2} \Lambda_i(j \to k). $$

(6)

In the most general case with $N_1 > 1$ and $N_2 > 1$, we need to select a user $i_0$ in an overloaded carrier $j_0$ and move it to an underloaded carrier $k_0$ such that

$$ (i_0, j_0, k_0) = \arg \min_{i_0 \in U_{j_0}, j \in S_1, k \in S_2} \Lambda_i(j \to k). $$

(7)

User reassignments from overloaded to underloaded carriers terminate when all carriers become underloaded, or all become overloaded, or when no further reassignments from an overloaded to an underloaded carrier are possible because they lead to at least one overloaded carrier. There exist rare cases when reassignment of a user $i$ from overloaded carrier $j$ to $k$ leads to infeasible assignment, while reassignment of user $i'$ with $\Lambda_{i'}(j \to k) > \Lambda_i(j \to k)$ leads to a feasible assignment. The algorithm may consider this case by testing potential reassignment of all users in the overloaded carrier $j$ in increasing order of UCTFs in instances when the algorithm seems to terminate with an infeasible solution. For $N = 2$ carriers, the algorithm above finds a feasible assignment whenever one exists. The complexity of the algorithm is computed as follows. Sorting $N$ carriers for each user takes $O(N \log N)$ time and $O(K \log K)$ time for $K$ users. Picking the smallest element for each user takes $O(\log N)$ time. The computation of UCTFs per iteration is of complexity $O(N^2 K)$. Usually, a bounded number of reassignments is needed before the algorithm terminates. Hence, the complexity of algorithms of class $A_1$ is $O(N^2 K + KN \log N)$.

2) Class $A_2$ of heuristics: The algorithms of class $A_2$ follow a different rationale. For each carrier $j$ separately, the controller sorts parameters $a_{1j}, \ldots, a_{Kj}$ in increasing order and allocates users in carrier $j$ in that order until no more users can be assigned to carrier $j$ because of the capacity constraint. The procedure is repeated for all carriers. After initial assignment, there exist three types of users: users that are assigned to only one carrier, users that are assigned to more than one carrier and users that are not assigned to any carrier. Let $U_1, U_2, U_3$ denote these sets of users and call them single-carrier, multiple-carrier and no-carrier users. Let $C_i$ be the set of carriers to which a user $i \in U_2$ is assigned. If $U_3 = \emptyset$, the assignment is optimal. In this case, if $U_2 \neq \emptyset$, for each user $i \in U_2$ we just remove user $i$ from all carriers except from the carrier where it uses the smallest number of slots. If $|U_3| > \sum_{i \in U_2} |C_i|$, a feasible solution does not exist.

Consider the case where rearrangements are needed to find a feasible solution. Assignments for users in $U_1$ should not change. The idea is to remove all slots of a user $i \in U_2$ from an appropriate carrier $j \in C_i$ in order to make room for a user $k \in U_3$ to be assigned to carrier $j$. Preference should be given to users in $U_3$ that use several slots in a carrier $j$ (so that enough residual capacity is created by removing those slots) and to users in $U_2$ that use few slots in $j$ (so that the number of additionally used slots is as small as possible). We quantify these rules by User Substitution Factors (USFs) $\Phi_j(i \to k) = a_{kj}/a_{ij}$ for each no-carrier user $k$, each multiple-carrier user $i$ and each carrier $j \in C_i$. Clearly $\Phi_j(i \to k) \geq 1$. At each step we identify a user $k_0 \in U_3$, a user $i_0 \in U_2$ and a carrier $j_0 \in C_{i_0}$ such that

$$ (i_0, j_0, k_0) = \arg \min_{j \in C_i, k \in U_3} \Phi_j(i \to k), $$

(8)

and perform user substitution while satisfying the capacity constraint of carrier $j$ after the substitution. The sequence of user substitutions ends with a feasible assignment when $U_3 = \emptyset$. If at the end of the algorithm $U_2$ is non-empty, then for each user $i \in U_2$ we eliminate slots from all carriers $i$ where is assigned, except from the one where it uses the smallest number of slots. The complexity is computed as follows. Sorting $K$ users for each carrier takes $O(K \log K)$ time and $O(NK \log K)$ time for $N$ carriers. Picking the best users for each carrier takes $O(\log K)$ time. The computation of USFs per iteration is of complexity $O(K^2 N)$. Usually, there exists a bounded number of reassignments before the algorithm terminates. Hence, the complexity of algorithms of class $A_2$ is $O(K^2 N + NK \log K)$.

C. Fractional Assignment

Fractional user assignment arises in OFDM, where a user may be partially assigned to and use slots of more than one carrier. Vector $x$ is real-valued and its elements satisfy $0 \leq x_{ij} \leq 1$ and are treated as a divisible fluid. Minimizing $Z(x)$ in (2) subject to constraints (3), (4) and the real-valued (5) is a Linear Programming (LP) problem with $NK$ variables and $NK + N + K$ constraints that can be solved optimally with the Simplex method [13]. However, due to the large number of variables and constraints, this may involve large computational
load. Our goal here is to use the rationale of Simplex to obtain useful insights and design efficient implementable algorithms.

Consider \( N = 2 \) carriers, each with \( C \) slots, and \( K \) users. Let \( \alpha_i \) and \( \beta_i \) be the number of required slots for user \( i \) if allocated only to carrier 1 or 2 respectively. If \( x_i \) is the fraction of requirements of \( i \) that is satisfied by carrier 1, the corresponding fraction for carrier 2 is \( 1 - x_i \). The problem is to find the real vector \( x = (x_i : i = 1, \ldots, K) \) that minimizes total number of occupied slots. This is formulated as

\[
\min_x Z(x) = \sum_{i=1}^{K} \left[ \alpha_i x_i + \beta_i (1 - x_i) \right] \quad (9)
\]

subject to:

\[
\sum_{i=1}^{K} \alpha_i x_i \leq C, \quad \text{and} \quad \sum_{i=1}^{K} \beta_i (1 - x_i) \leq C \quad (10)
\]

\[
0 \leq x_i \leq 1, \quad i = 1, \ldots, K. \quad (11)
\]

Objective (9) can be written as \( Z(x) = \sum_{i=1}^{K} (\alpha_i - \beta_i) x_i + \sum_{i=1}^{K} \beta_i x_i \). Since we want to minimize it, we have that if \( \alpha_i > \beta_i \), then \( x_i \) should be small or ideally zero so as to induce the smallest increase. Thus, user \( i \) should use carrier 2 as much as possible since this carrier has better quality. If \( \alpha_i < \beta_i \), carrier 1 should be preferred, namely \( x_i \) should be large and ideally equal to 1 to reduce the objective function value.

**An optimal algorithm for \( N = 2 \) carriers:** The following algorithm finds the optimal solution for \( N = 2 \) carriers. Each user is initially assigned to the best carrier. If both capacity constraints are satisfied, then this is the optimal assignment. If no constraints are satisfied, no feasible solution exists. If one of the two constraints is satisfied, users are transferred from the overloaded carrier to the underloaded one such that they induce minimal additional slot increase. For each user \( i \), this is captured by ratios \( \alpha_i/\beta_i \) or \( \beta_i/\alpha_i \), depending on which carrier is overloaded. If carrier 1 is overloaded, users are transferred from carrier 1 to 2 in increasing order of ratios \( \beta_i/\alpha_i \) until both constraints are satisfied. The last user in carrier 1 whose reassignment makes carrier 1 underloaded is assigned fractionally to both carriers. The fraction of this user’s requirements in carrier 1 is such that the capacity constraint in carrier 1 is tightly satisfied. The remaining portion of its requirements is assigned to carrier 2.

This algorithm has some interesting properties. In the optimal solution, at most one user is fractionally assigned, and this is the last reassigned one from carrier 1 to 2. Other users use only one of the two carriers. Thus, at most one of the \( K \) variables \( x_i \) is fractional, while the rest are 0 or 1. In addition, if \( \alpha_i > \beta_i \) for user \( i \), we have non-zero \( x_i \) at the optimal solution only if carrier 2 is filled to its capacity. That is, a user is assigned to a lower quality carrier only if the more preferable carrier is filled to its capacity. The final value of the objective function is equal to the one obtained by the Simplex method. Furthermore, the formulation and algorithm above are related to the fractional Knapsack problem which go as follows. Given \( K \) items, each of weight \( w_i \) and value \( v_i \), find portions \( x_i \) of each item \( i \) to maximize total value \( \sum_i v_i x_i \) subject to a total weight constraint \( \sum_i w_i x_i \leq C \). There exists a greedy algorithm that solves optimally this problem. Items are selected in decreasing order of ratios \( v_i/w_i \). If the weight constraint is violated during a reassignment, that item is selected fractionally so that weight constraint is tightly satisfied. The Knapsack in our case is the initially underloaded carrier, say carrier 2, and ratios \( \alpha_i/\beta_i \) correspond to ratios \( v_i/w_i \) in the Knapsack.

The greedy reassignment ratios above for integral and fractional assignment is similar in flavor to the criterion for moving among basic feasible solutions in the Simplex method. Note however that in our case we do not move from one feasible solution to another. The extension of our rationale to \( N > 2 \) carriers is not straightforward. Users can be reassigned from appropriate overloaded carriers to underloaded ones in the spirit of the algorithm above. The user whose reassignment makes an overloaded carrier \( j \) underloaded is fractionally assigned to carriers \( j \) and \( k \). However, a new preference factor needs to be defined after the reassignment, since fractionally assigned users may need to further split their requirements among carrier \( k \) and other carriers \( i \) if \( k \) becomes overloaded. The algorithm either ends with a feasible assignment or comes up with an infeasible instance.

**Remark:** If the problem instance is infeasible, a meaningful objective would be to maximize total supportable rate when all carriers are fully utilized. This is expressed by the LP problem of maximizing \( \sum_{i=1}^{K} \sum_{j=1}^{N} r_{ij} x_{ij} \) subject to \( \sum_{j=1}^{N} x_{ij} = 1 \) for \( i = 1, \ldots, K \), \( \sum_{i=1}^{K} \alpha_{ij} x_{ij} = C \) for \( j = 1, \ldots, N \) and \( 0 \leq x_{ij} \leq 1 \), \( \forall i, j \).

**D. Allocation of groups of carriers**

The algorithms above assign single carriers and apply to systems with small to medium number of carriers, such as IEEE 802.11a/g with 48 data carriers. In systems with a large number of carriers, such as WiMAX based with 1024 carriers, these methods are costly in terms of computational load and required bandwidth for carrier quality measurements. In addition, if SIR measurements can be obtained for only few carriers in a group, the group needs to be handled as one entity of quality that is determined by measurements of representative carriers. Lastly, user rate requirements may be high enough, such that the allocation of a group of carriers makes sense. It is thus meaningful to extend the algorithms to groups of carriers rather than individual carriers.

Let the \( N \) carriers be divided into \( G \) given disjoint groups \( G_j, j = 1, \ldots, G \). A group may have contiguous carriers in frequency, and the group size may be decided a priori, e.g. based on average coherence bandwidth of users, so that frequency responses of carriers in the same group are reasonably close to each other. Another possibility is that carriers in the same group are evenly spaced in frequency for diversity. For each user \( i \), a group of carriers \( G_j \) is characterized collectively by a maximum sustainable modulation level \( b_{ij} \) based on SIR measurements in one or more carriers of the group. For example, \( b_{ij} \) may be determined by the minimum SIR in the group. All carriers in group \( G_j \) have the same sustainable modulation level, otherwise we resort to individual carrier allocation. For user \( i \) and carrier group \( G_j \), the assignment preference factor \( \alpha_{ij} \) denotes the number of slots that are needed for user \( i \) to satisfy rate requirements if \( i \) is given only time slots from carriers in \( G_j \). Time slots from carriers in group
\( G_j \) are allocated to a user by treating a carrier group as a single virtual carrier of \( C/G_j \) slots, where \(|X|\) is the cardinality of set \( X \). The algorithms for integral and fractional carrier assignment can be easily extended to integral and fractional carrier group assignment, where a user can be allocated to one or more carrier groups.

IV. PERFORMANCE BOUNDS

Performance bounds are benchmarks for evaluating performance of different heuristics. Furthermore, the procedure of deriving a bound can draw guidelines for finding good feasible solutions and for designing low-complexity efficient heuristics. Lagrangian relaxation [14] can provide good enough (namely, high) lower bounds for minimization problems. In Lagrangian relaxation, a subset of the constraints of the original problem are relaxed. Each relaxed constraint is multiplied by a Lagrange multiplier vector \( \lambda \), and the Lagrangian dual problem is

\[
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above for given multiplier vector \( \lambda(n) \). The multiplier adjustment at step \( n + 1 \) is made according to \( \lambda_j(n+1) = \left[ \lambda_j(n) + \mu_n \left( \sum_{i=1}^{K} \alpha_{ij} x_{ij}(n) - C \right) \right]^+ \) for \( j = 1, \ldots, N \), where \( x^+ = x \) if \( x > 0 \) and 0 otherwise, and \( \mu_n \) is the step size. It turns out that the lower bound provided by LR1 after convergence of the supergradient method equals that of LP, namely \( Z_{1LD}^* = Z_{1LP}^* \).

LR1 can provide good feasible solutions and defines the class \( A_1 \) of heuristics described above. Initially each user is assigned to the carrier where it uses minimum number of slots under no capacity constraints. Note that for \( \lambda = 0 \), \( x(0) \) corresponds to the initial assignment with each user assigned to its best carrier. User reassignments from overloaded to underloaded carriers are reminiscent of variable updates and Lagrange multiplier adjustments of supergradient method.

B. Lagrangian Relaxation LR2 and associated algorithms

In relaxation LR2, we relax assignment constraints. Each carrier has a capacity constraint, but a user can be assigned to more than one carriers. For given \( \lambda = (\lambda_1, \ldots, \lambda_K) \), we have

\[
\hat{L}(x, \lambda) = \sum_{i=1}^{K} \sum_{j=1}^{N} \alpha_{ij} x_{ij} + \sum_{i=1}^{K} \lambda_i \left( \sum_{j=1}^{N} x_{ij} - 1 \right)
\]

subject to:
\[
\sum_{i=1}^{K} \alpha_{ij} x_{ij} \leq C, \quad j = 1, \ldots, N, \quad x \in \{0, 1\}^{KN}
\]

and the Lagrangian dual problem is

\[
Z_{2LD}^* = \max_{\lambda \geq 0} \min_x \hat{L}(x, \lambda)
\]

subject to:
\[
\sum_{i=1}^{K} \alpha_{ij} x_{ij} \leq C, \quad j = 1, \ldots, N, \quad x \in \{0, 1\}^{KN}.
\]

For given \( \lambda \), the relaxed problem (16) becomes a set of \( N \) independent Knapsack problems, one for each carrier, that are solved at each iteration \( n \) for multiplier vector \( \lambda(n) \). The supergradient method here involves multiplier updates \( \lambda_i(n+1) = \left[ \lambda_i(n) + \mu_n \left( \sum_{j=1}^{N} x_{ij}(n) - 1 \right) \right]^+ \). The obtained lower bound from LR2 is higher that that of LP, namely \( Z_{2LD}^* \geq Z_{1LP}^* \) [15]. In analogy to LR1 and algorithm class \( A_1 \), relaxation LR2 gives rise to class \( A_2 \) of algorithms. Each carrier is treated separately and users are initially assigned to each carrier as in Knapsack to minimize incurred cost subject to a carrier capacity constraint. Substitution of multiple-carrier users with no-carrier users in appropriate carriers parallel the iterative variable updates and multiplier adjustments of the supergradient method.

V. NUMERICAL RESULTS

We now evaluate the performance of our algorithms and compare it to derived performance bounds and other heuristics. A problem instance is specified by vector \( \alpha \). Different
instances may lead to a feasible solution or may be infeasible. A first performance metric is the ability of an algorithm to identify feasible solutions. This ability is quantified by the Rate Unsatification Ratio,

\[ P = \frac{\text{Unsatisfied user requirements (bps)}}{\text{Total requirements (bps)}} = \frac{N_u}{\sum_{i=1}^{N} r_i}, \quad (18) \]

where \(N_u\) is the total user requirements that are not satisfied by the solution. This metric captures percentage of residual user requirements that remain unsatisfied. The number of users whose rate requirements are fully satisfied is also considered as a performance measure of similar nature. Another performance metric concerns proximity of the resulting value of the objective function to that of the optimal (LP) solution. This is captured by the Efficiency of a feasible solution,

\[ e = \frac{\text{Number of used slots in LP solution}}{\text{Number of used slots in the feasible solution}}, \quad (19) \]

with \(0 \leq e \leq 1\). A value of \(e\) close to 1 implies that an algorithm can find good feasible solutions which are close to the optimal one. We consider the following algorithms:

- Best Carrier Selection (BCS). This is the algorithm of class \(A_1\) based on user reassignments from subsection III-B1. The algorithm performs integral assignment.
- BCS algorithm with no reassignments of users (BCS-NR). Once users are assigned to their best carriers, no reassignments occur.
- Best User Selection (BUS). This is the algorithm of class \(A_2\) for integral assignment with user substitutions from subsection III-B2.
- Linear Programming (LP) solution. This performs fractional assignment and is found with MATLAB Simplex.
- Subcarrier Load Balancing (SLB) algorithm. The algorithm first assigns each user to its best carrier. User reassignments are performed such that carrier loads are as balanced as possible. Namely, a reassignment is performed if it minimizes the maximum load difference among carriers.

We consider a system with \(N = 10\) carriers with \(C = 10\) slots each and \(K = 35\) users with same rate requirements, \(r = 150\) kbps. The symbol, slot and frame durations are \(T_{\text{sym}} = 10^{-5}\) sec, \(T_s = 10^{-4}\) sec and \(T_f = 10^{-3}\) sec. There exist \(L_0 = 6\) modulation levels and modulation level \(i\) is associated with threshold \(\gamma_i\) dB that is computed for BER = \(10^{-3}\) per slot. Carrier quality for a user depends on interference and multipath. The effect of interference is captured by Gaussian random variables \(I_i\), i.i.d for each user and carrier, with mean \(\mu_i\) dB and variance \(\sigma_i^2\) dB. The dependence of carrier \(n\) gain \(G_n\) on the multipath channel with \(L\) paths and channel response \(h(t) = \sum_{\ell=0}^{L-1} A_\ell \delta(t - \tau_\ell)\) (where \(A_\ell, \tau_\ell\) are the gain and delay of the \(\ell\)-th path) is given by \(G_n = |X_n|^2 = |\sum_{\ell=0}^{L-1} A_\ell e^{-j2\pi f_c (\ell + n/T)}|^2\), where \(f_c\) is the reference carrier frequency. Assuming large \(L\), each of the two quadrature components of \(X_n\) is Gaussian with zero mean and variance \(\frac{1}{2}(\sigma_1^2 + \sigma_2^2)\), where \(\sigma_1^2\) and \(\sigma_2^2\) are the mean and variance of \(A_\ell\) irrespective of distribution. Furthermore, \(G_n\) follows exponential distribution with mean \(a^2 + \sigma_2^2\). For the experimental setup, the \(G_n\)’s are generated for \(L = 3\) by Gaussian \(A_\ell\’s\) and \(\tau_\ell\’s\) uniformly distributed in \([0, T]\).

First, we study performance in terms of capability to identify feasible solutions. Figure 2 depicts ratio \(P\) for BCS, BCS-NR, BUS, CLB and LP methods as a function of different average SIR ratios which denote different carrier quality. For each average SIR value, we consider 200 scenarios, each of which is defined by different variables \(\{G_n\}\) and \(I\) for each user. Results are averaged over these scenarios. The ability of all techniques to identify feasible solutions increases with average SIR as expected, since the percentage of infeasible instances decreases as users require fewer slots to fulfill their rate requirements and can be accommodated in carriers.

The LP solution provides a lower bound on ratio \(P\). Since the LP solution corresponds to fractional assignment, this assignment results in the largest number of feasible solutions. Fractional user assignment is very efficient for average SIR \(\geq 14\)dB.

The BCS algorithm generates fewer feasible solutions than LP, since fewer users are accommodated and higher percentage
of requirements is unsatisfied. For small SIR values (e.g., less than 8 dB), the performance of BCS is inferior to that of LP by 33–35%, while for larger average SIRs, it approaches that of LP. For SIR > 15 dB, integral and fractional assignment have very similar performance since the number of required slots decreases. The SLB algorithm belongs to the class of heuristics that do not use carrier quality as assignment criterion, and thus it is effective only in high SIRs. However, for low SIRs, the differences in carrier quality incur assignments to inappropriate carriers and lead to unnecessary consumption of slots. The BUS algorithm has performance similar to SLB for medium SIRs, while it is inferior to BCS. This implies that the class $A_1$ of heuristics gives more feasible solutions than class $A_2$. Finally, we draw the curve for the greedy one-shot algorithm BCS-NR that assigns once each user to its best carrier to show the significance of reassignments, especially in low and medium SIRs.

Figure 3 illustrates the efficiency $e$ of feasible solutions for BCS, BUS, SLB and BCS-NR algorithms, captured by proximity to the LP solution. Feasible solutions for the heuristics are not generated for average SIR of 4 dB. The quality of feasible solutions for BCS improves for larger SIRs. For moderate SIR values, the BCS solution is within 30–40% from the optimal one, while for larger SIRs, it is within 10–20%. We also observe that the quality of solutions of the SLB algorithm is close to that of BCS. Indeed, since we focus on feasible solutions and carriers are filled almost up to their capacities, a feasible solution for both the BCS and SLB algorithms involves almost balanced assignments in different carriers. Furthermore, the performance of BUS is very similar to that of SLB and in several cases about 10–15% lower than that of BCS. Finally, feasible solutions for algorithm BCS-NR result in at least twice the number of used slots compared to that of the optimal solution.

The proposed algorithms of classes $A_1$ or $A_2$ for integral assignment start with an initial assignment and iteratively improve it toward a good feasible one. Another type of algorithms is presented in [9], [10] for power minimization. These focus on carrier allocation in an OFDM symbol interval, within which at most one user can load bits to one carrier. They find an initial assignment and iteratively improve it by user reassignments. The differences is that resource allocation is performed step by step for each user in a round-robin fashion until either user requirements are satisfied or there is no unallocated carrier. We compare this approach to BCS and BUS algorithms. To make a fair comparison, we adjust the approach of [9], [10] to our problem as follows. We define a quantity of bits, $\kappa b_i x_i$, where $b_i$ is the modulation level of user $i$ in a carrier, $x_i$ is the allocated portion of carrier capacity to that user and $\kappa$ is constant. For each user $i$ we create an ordered preference list of carriers. We go through users sequentially and for each user we consider the first carrier in its preference list. If the carrier has residual capacity and the user requirement is not satisfied, we assign a portion of capacity of that carrier to the user according to allowable modulation level, else we proceed to the next user. In the next round we consider the second carrier in each user’s preference list and repeat the process. The procedure continues until either users satisfy requirements, or all user preference lists are exhausted. User reassignments are then performed in the following order. For each user pair $(i, j)$ and carrier $n$ originally used by user $i$, we compute the resource reduction factor $dZ_{i,j}(n)$ if the portion allocated to user $i$ in carrier $n$ is removed and another portion is allocated to user $j$ in carrier $n$ (subject to capacity constraints). We find the maximum of these factors over carriers $n$, $\Delta Z_{i,j}$. Similarly, we find $\Delta Z_{j,i}$. For each pair of users $(i, j)$, we find $Z(i,j) = \Delta Z_{i,j} + \Delta Z_{j,i}$ and order them in descending order. We consider reassignments in that order, provided they cause reduction in used carrier capacity, until no reassignments can further improve performance. For SIR values in [4, 20] dB with step 4 dB, the average $P$ is measured as 0.38, 0.35, 0.21, 0.05 and 0.0 respectively, showing that this approach is inferior to BCS but better than BUS.

Finally, in order to show the benefits of performing the allocation in both time and frequency domains, we consider two fixed resource allocation schemes [8], namely

- TDMA-based, where each user is allocated a slot and uses exclusively all carriers within that slot; no other user can use carriers within that slot. Selected users $i$ for allocation in time slots are those with best overall carrier quality, captured by term $\sum_{j=1}^{N} \alpha_{ij}$ for $i = 1, \ldots, K$.
- FDMA-based, where each user is allocated a set of carriers and uses slots in those carriers; no other user can use slots in these carriers. The user $i$ allocated to each carrier $j$ is the one with smallest $\alpha_{ij}$.

In Table I, we present comparative results for average number of supportable (i.e., fully satisfied) users for LP, BCS, TDMA-based and FDMA-based carrier assignment schemes and different average carrier SIRs. The fixed schemes cannot accommodate more than $C$ and $N$ users respectively, regardless of channel quality. For small SIRs, a slot for the TDMA-based scheme or a carrier for the FDMA scheme may be inadequate for accommodating even one user. For high SIRs, BCS achieves performance within 10% of the optimal LP one, while for small SIRs, it has performance similar to that of TDMA and FDMA based allocation. The performance benefits of LP and BCS that stem from performing the allocation in both the time and frequency domains become more pronounced for moderate and high SIRs.

<table>
<thead>
<tr>
<th>Avg. SIR</th>
<th>LP</th>
<th>BCS</th>
<th>TDMA-based</th>
<th>FDMA-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 dB</td>
<td>12.1</td>
<td>8.6</td>
<td>8.7</td>
<td>8.6</td>
</tr>
<tr>
<td>8 dB</td>
<td>20.4</td>
<td>12.1</td>
<td>9.8</td>
<td>9.8</td>
</tr>
<tr>
<td>12 dB</td>
<td>26.2</td>
<td>18.7</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>16 dB</td>
<td>32.3</td>
<td>28.4</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>20 dB</td>
<td>35</td>
<td>32.2</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

VI. Conclusion

We considered the static carrier assignment problem that arises in OFDM or other multi-carrier systems and studied fractional and integral assignment of users to carriers. The objective was to satisfy user requirements (per-frame or per-slot) with minimal resources. We characterized the complexity
of integral assignment and presented two greedy iterative heuristic algorithms. We used Lagrangian relaxation to provide performance bounds and to define a framework for efficient heuristics that identify good feasible solutions.

There exist several directions for future study. Per-carrier power control adds a new dimension to the problem in OFDM. Selective user assignment to carriers and power control could be used jointly to ensure an acceptable peak-to-average power ratio (PAPR) at each transmitter. Another issue is distributed implementation of algorithms in the uplink, so that no central coordination is needed. For example, in heuristic $A_1$, the BS computes the Lagrange multiplier vector with the supergradient method and sends it to users. Each user then solves an independent optimization problem and selects a carrier. Users communicate their preferences to the base station, which then computes the new multiplier vector and so on. It would be interesting to investigate such practical distributed approaches and compare their performance to the optimal solution. Finally, another extension would be carrier allocation in the context of multicasting to some user multicast groups. On the one hand, efficient resource utilization implies that data be transmitted to users of a multicast group with the same carriers and slots. On the other hand, users of the same multicast group have different carrier quality. Thus, carrier quality across users is not consistent with multicast group membership. Resource allocation across multicast groups and users can be considered for future investigation.
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