Abstract—This paper presents the deep neural networks to classification of children with voice impairments from speech signals. In the analysis of speech signals, 6,373 static acoustic features are extracted from many kinds of low-level-descriptors and functionals. To reduce the variability of extracted features, two-dimensional normalizations are applied to smooth the interspeaker and inter-feature mismatch using the feature warping approach. Then, the feature selection is used to explore the discriminative and low-dimensional representation based on techniques of principal component analysis and linear discriminant analysis. In such representation, the robust features are obtained by eliminating noise features via subspace projection. Finally, the deep neural networks are adopted to classify the children with voice impairments. We conclude that deep neural networks with the proposed feature normalization and selection can significantly contribute to the robustness of recognition in practical application scenarios. We have achieved an UAR of 60.9% for the four-way diagnosis classification on the development set. This is a relative improvement of 16.2% to the official baseline by using our single system.

I. INTRODUCTION

Speech is the most preferred and natural modality of communication for human beings [1]. The affective computing ability enables the machine to understand human’s emotion [2]. Judgment about voice quality has been mainly subjective and depends on the listener’s skill such as speech intelligibility criteria (SIC) [3, 4]. We can help speech pathologists evaluate and monitor voice impairments in children by creating an automatic classification system which can determine the state of the child’s phonetic disorder. Many efforts have been devoted to improving the effectiveness of voice and emotion recognition. Acoustic analysis could be a useful tool to diagnose voice diseases. F-ratio and Fisher’s discriminant ratio are applied to demonstrate that the detection of voice impairments by performing Mel-frequency cepstral coefficients (MFCCs) [5]. The nonlinear and phase space features are extracted from voice of children with cochlear implantation and hearing aid [3]. The word-based and frame-based features are applied on various classifiers. Then, different fusion techniques are compared to show the performance improvement. Healthy voice has lower correlation dimension in comparison with disordered voice because it have much regularity [6]. This differentiation can be used to separate the disordered voices from healthy voices. It is well known that vocal and voice diseases do not necessarily cause perceptible changes in the acoustic voice signal. Acoustic analysis is a useful tool to diagnose voice diseases being a complementary technique. Neural networks of multilayer perceptron and learning vector quantization are applied to the automatic detection of voice disorders [7]. In addition, the acoustic, linguistic, and semantic information is popular used to detect the speaker status and emotions. For example, the studies in the emotion recognition focus on the prosodic features, in particular pitch, duration and intensity etc. [8, 9]. Moreover, the voice quality features, such as HNR, jitter, shimmer, and MFCC, have been found useful to emotion detection [10]. A multi-modal emotion recognition system is constructed to extract emotion information from both speech and text input. Six emotion types are classified based on 33 acoustic features and emotional keywords [11]. Several classifiers are evaluated for the emotional classification such as Bayes classifier, Gaussian mixture models (GMM), hidden Markov models, decision trees, k-nearest neighbor, and support vector machines [12].

In this study, we propose the deep neural networks (DNNs) with novel methods of feature normalization and selection for the classification of children with voice impairments as shown in Fig. 1. This study proposes two-dimensional (2-D) feature warping approach to normalize the mismatch between speakers and features. Since the feature warping is performed on speaker and feature dimensions, the feature values are mapped into the same range. The benefits of 2-D feature warping is to alleviate the speaker and feature dependency for classification. To compose efficient features, the feature is transformed into a low-dimensional space by using the feature selection of principal component analysis (PCA) and linear discriminant analysis (LDA). PCA is used to project the features to the orthogonal axes. LDA is applied to show distinctive characteristics. According to feature normalization and selection, the deep neural networks are used to classification of children with voice impairments.

This contribution is organized as follows. Section II elucidates the proposed feature analysis techniques. We present deep neural networks for classification of children with voice impairments in Section III. We describe the experimental setup and report a series of experiments in Section IV. Finally, Section V concludes this work.

II. FEATURE ANALYSIS
The feature analysis of this paper is threefold including feature extraction, feature normalization, and feature selection for classification of children with voice impairments from speech.

A. Feature Extraction

Methods of feature extraction can be divided into dynamic and static feature extraction. The dynamic feature extraction is commonly used in the speech and speaker recognition which shows the variation length of feature vectors depended on the duration of audio data [13]–[15]. Instead of the variation length of feature vectors, the static feature extraction is the static length of feature vectors and independent to the duration of audio data. The openSMILE toolkit [16] is used to extract the static feature, in which a 6,373 dimensional feature vector is composed of pitch, energy, zero crossing rate (ZCR), MFCCs, and so on. Functionals are applied to each contour of low-level-descriptors like means, moments, segments, peaks, percentiles, durations, onsets, DCT coefficients, linear and quadratic regression.

B. Feature Normalization

Feature normalization is a technique to smooth variability and to reduce the mismatch problem in speech. The feature warping (FW) provides a transformation mapping from the histogram of each feature vector component to a reference histogram for feature normalization [17]. FW is popularly used in speaker recognition and image processing [18, 19]. Each dimension of feature vector is treated as independent in FW. We estimate the transformation using the cumulative density function (CDF). The density function is defined as Gaussian in this study. Two kinds of variability are variation across speakers and features. In order to remove inter-feature and inter-speaker variability, we proposed the technique of two-dimensional feature warping for feature normalization. The first is the speaker-based feature warping which is used to overcome the problem of speaker dependency. The second feature warping is on the feature level that shows a variation length of feature vectors, the static feature extraction is commonly used in the speech and speaker recognition which shows the variation length of feature vectors depended on the duration of audio data.

C. Feature Selection

Due to high dimensions (d=6,373) and noise features, the extracted long feature vector is in-effective for the statistical modeling. The feature selection is required in the application. Techniques of PCA and LDA are used for dimensionality reduction via subspace projection to eliminate the noise features. PCA can be realized by using the singular value decomposition (SVD) [20, 21] which finds the optimal projection. SVD is related to the eigenvector decomposition and factor analysis. We perform SVD of the matrix \( \mathbf{M} \) as follows:

\[
\tilde{\mathbf{M}} = \mathbf{U} \Sigma \mathbf{V}^T,
\]

where \( \mathbf{U} \) and \( \mathbf{V} \) are the left and right singular matrix, respectively. \( T \) denotes the matrix transposition. Both \( \mathbf{U} \) and \( \mathbf{V} \) show the orthogonal character. The eigenvector \( \tilde{\mathbf{U}} = [\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_d] \) is treated as a transform basis which is empirically selected the first R dimensions. \( R \leq D \) denotes the projected dimension of the original feature vector in the eigenspace.

PCA is used to project data onto the pairwise linear discriminants and take features as linear combinations of the discriminants [22]. LDA is further applied to minimize the within-class variation and maximize the between-class variation [23]. The solution is obtained through eigenvalue decomposition as follows:

\[
S_{w} = \hat{\Lambda} S_{b}.
\]

The LDA transform matrix \( \mathbf{B} \) is formed as the subset of eigenvectors having the largest eigenvalues \( \hat{\Lambda} \). \( S_{w} \) and \( S_{b} \) are within-class and between-class scatter matrices, respectively. They are estimated as follows:

\[
S_{w} = \sum_{c=1}^{C} \sum_{i=1}^{N_c} (\mathbf{a}_i - \bar{\omega}_c)(\mathbf{a}_i - \bar{\omega}_c)^T,
\]

\[
S_{b} = \sum_{c=1}^{C} N_c (\bar{\omega}_c - \bar{\omega})(\bar{\omega}_c - \bar{\omega})^T,
\]

where \( C \) means the number of classes that each has the number of \( N_c \) feature vectors in the training dataset. \( \bar{\omega}_c = \frac{1}{N_c} \sum_{i=1}^{N_c} \mathbf{a}_i \) is the mean of observations in the c-th voice class. \( \mathbf{a}_i \) indicates the i-th vector in the c-th voice class. \( \bar{\omega} \) represents the mean of all instances in the training set.
III. DEEP NEURAL NETWORKS

After feature analysis, we use the technique of deep neural networks (DNNs) for the classification of children with voice impairments as shown in Fig. 2. The neural networks can be grouped into two categories including feed-forward and recurrent networks according to connection patterns [24]. The difference between feed-forward and recurrent networks is that loops occur in recurrent networks because of feedback connections but no loops are in feed-forward networks. This kind of loops and feedback connections can explain the context information. As a result, the recurrent neural networks are commonly used in language models [25]. We build deep neural networks using the back-propagation learning based on feed-forward architectures with input, hidden and output layers. PCA and LDA are used to transform the input features into projection layer. The values of neurons are estimated as follows:

\[ y_j = f\left( \sum_i x_i \cdot a_{ji} + b_j \right), \]

where \( a_{ji} \) denotes the synapse weight from node \( i \) to node \( j \) in the neural network. The variable \( x_i \) is un-noise feature which obtained by PCA and LDA. \( b_j \) and \( f(\cdot) \) are the bias and the activation function, respectively. We use the standard sigmoid function which is the logistic function defined by:

\[ f(\text{net}_j) = \frac{1}{1 + \exp^{-\beta \text{net}_j}}, \]

where \( \beta \) is a slope parameter and \( \text{net} = x \cdot A + b \). \( A \) is the weight matrix. \( b \) means the set of biases. The continuous sigmoid function is the most frequently used in the neural networks because cumulative distribution functions for many common probability distributions are like sigmoidal. It is a strictly increasing function which exhibits smoothness and has the desired asymptotic properties [24]. The detail parameter setting of DNNs is important for the overall performance. The size of the mini-batches is 200 in this study. The learning rate is defined as 0.6. The cost of negative log-likelihood is used on the output by performing gradient decent. In addition, DNNs are trained with 10 passes through the entire training set.

IV. EXPERIMENTS

A. Autism Task

The performance is evaluated on INTERSPEECH 2013 Computational Paralinguistics Challenge (ComParE) [26]. The Autism task features original recordings from children on the autistic spectrum, children with other voice impairments, and a control group. Speech is prompted and covers varying textual content and intonation. We have two sub-tasks: a binary and a four-way classification task. The four-way task “diagnosis” is to classify children into dysphasia, pervasive developmental disorder (PDD), PDD non otherwise specified, or typically developing children by suited voice analysis methods. The binary task is to distinguish typically (TYP) developing children from “atypical” children (ATY), which comprising children with dysphasia (DYS), PDD, or PDD non otherwise specified (NOS) [26].

B. Evaluation Metrics

The classification accuracy is evaluated by unweighted accuracy (UAR) and weighted accuracy on average per class. Since the distribution among classes is not balanced, the competition measure is UAR shown as follows:

\[ UAR = \frac{1}{K} \sum_{k=1}^{K} \frac{T_k}{N_k} \times 100\%, \]

where \( K \) means the total number of class. \( T_k \) and \( N_k \) are the correct classified number and the total number in the class \( k \). The weighted accuracy (Accuracy) is estimated as follows:

\[ \text{Accuracy} = \frac{\sum_{k=1}^{K} \frac{T_k}{N_k}}{\sum_{k=1}^{K} \frac{1}{N_k}} \times 100\%. \]

We report results based on the classifiers trained per task (like the official baseline) which are better than a single classifier used (multi-task learning) in our experiments.

C. Evaluation of Feature Normalization

In order to know the effect of original features and the proposed feature normalization, we first compare original features with two-dimensional feature warping and other normalizations. The comparison results were illustrated in Table I. The dimension of the features is 6,373. The term “OBS” means the official baseline system [26] using support vector machines (SVM) with the complexity of \( C=0.01 \) and \( C=0.001 \) for binary and four-way classification, respectively. The linear kernel Support Vector Machines are used on OBS.
which are known to be robust against overfitting. Instead of SVM or GMM systems [26, 27], we explore DNNs for classification in this study. There are four DNNs systems with different feature normalization. The term of “ORG” indicates the original features without any normalization. Terms of “LN”, “MVN”, and “FW” mean the length normalization, mean and variance normalization, and the proposed 2-D feature warping, respectively. MVN is a common technique in speech recognition which shows a normalization of each calculated feature vector to a mean of zero and standard deviation of one. The length normalization is used to deal with the non-Gaussian behavior of vectors so that normalized vectors can better fit to the Gaussian assumptions in modeling [28, 29]. Experiments show the significant gap between the original (ORG) and normalized features (LN, MVN, FW) in the DNNs system. Results reflect normalized features make a great impact on DNNs to classify voice impairments. The proposed FW indicates a best UAR. We apply FW on the following experiments.

D. Evaluation of Feature Selection

After the 2-D feature warping normalization, we obtain a good speaker and feature invariance feature for the DNNs. We found that DNNs classifiers outperform SVM based on above experiments. Due to the high dimensionality (6,373), it would be a problem such as the high computation and storage cost. We further apply the feature selection of PCA and LDA feature selection on the FW normalized feature. The results are shown in Fig. 3. Figure 3 illustrates the relation between the feature dimension (d) and the percentage of eigenvalue information. We conducted experiments to determine the optimal dimension $R$ in the eigenspace. The eigenvalue reaches 100% information after selecting first 2,600 projected features. We have 99%, 95%, 90% and 80% of eigenvalue information when selecting 2,500, 1,000, 700, and 400 dimensional features. The UAR of the four-way classification task was improved from 54.5% to 55.6% when we only select 400 PCA dimensional (80% eigenvalue information) features. The results verify the PCA and LDA feature selection effectively extracts important information and reduces redundant components upon the original feature. Especially, PCA offers good results on the four-way classification task.

E. Evaluation of Network Structures

We conduct the above experiments by using one hidden layer and 100 neurons. We further explore different network structures and summarize results in Table II. In Table II, the four hidden layers with 100 neurons achieve the best UAR of 60.9% and accuracy of 78.6% in the four-way classification task. In the binary classification task, we found that the neural network of deep layers does not show an apparent superiority to the shallower layers. However, the proposed feature normalization and selection still offer good performances on the binary classification. We achieve the best UAR of 94.6% and accuracy of 93.8% which is based on one hidden layer with 100 neurons (the structure of 400-100-2). In summary, we confirm the proposed DNNs with FW feature normalization and feature selection offer good improvements to classify the children with voice impairments compared with official SVM results.

F. A Voting Method for the Test Set Results

Since we have insufficient and unbalanced data in building neural networks, results are sensitive to the initial state and the learning rate. To obtain a robust evaluation on the test set, we use a voting method [30, 31] for combing information of proposed DNNs and SVM [32] systems. On the test set we achieve the best UAR of 92.9% (accuracy of 94.4%) and UAR of 66.0% (accuracy of 82.3%) for binary and four-way classification tasks, respectively.

V. CONCLUSIONS

This paper proposes the novel classification of voice impairments using deep neural networks and two-dimensional feature warping. With the static feature extraction, the two-dimensional feature warping is applied to normalize the variability of speaker and feature coefficients. Then, feature selection is used to produce a lower dimensional and
discriminative components based on techniques of PCA and LDA. We show 16.2% relative improvements over the official baseline on the development set for the four-way diagnosis task. On the test set we achieve the best UAR of 92.9% and 66.0% for binary and four-way classification tasks, respectively. The results are comparable to the official results. Due to insufficient and unbalanced data, it would be interesting to explore stable parameters of DNNs to classify voice impairments in the future.
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