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Abstract

The diagnosis of faulty processors plays an important role in multiprocessor systems for reliable computing, and the diagnosability of many well-known networks has been explored. Zheng et al. showed that the diagnosability of the \( n \)-dimensional star graph \( S_n \) is \( n - 1 \). Lai et al. introduced a restricted diagnosability of multiprocessor systems called conditional diagnosability. They consider the situation when no faulty set can contain all the neighbors of any vertex in the system. In this paper, we study the conditional diagnosability of Cayley graphs generated by transposition trees (which include the star graphs) under the comparison model, and show that it is \( 3n - 8 \) for \( n \geq 4 \), except for the \( n \)-dimensional star graph, for which it is \( 3n - 7 \).

1 Introduction

With the continuous increase in the size of multiprocessor systems, working in multiprocessor systems with faults has become unavoidable. Therefore, the problem of fault diagnosis in multiprocessor systems has gained increasing importance and has been widely studied, for example [9–11, 20, 21, 38, 39]. The process of identifying
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faulty processors in a system is known as system-level diagnosis. Several different approaches have been developed to diagnose faulty processors, among which there are two fundamental approaches on system-level diagnosis. One major approach is called the comparison model, proposed by Malek and Maeng [28, 29]. In this model, each processor performs a diagnosis by sending the same inputs to each pair of its distinct neighbors and then compares their responses. The result of a comparison is either that the two responses agree or the two responses disagree. Based on the results of all the comparisons, one needs to decide the faulty or non-faulty (fault-free) status of the processors in the system. Another major approach is the PMC model established by Preparata, Metze, and Chien [33]. In this model, it is assumed that a processor can test the faulty or fault-free status of another adjacent processor. Under the PMC model, only processors with a direct link are allowed to test each other. It is assumed that if a processor is fault-free, it always gives correct and reliable testing results, and if a processor is faulty, then its testing results may be correct or incorrect. By analyzing the collection of all testing results, all of the faulty processors need to be identified.

An interconnection network connects the processors of parallel computers. Its architecture can be represented as a graph in which the vertices correspond to processors and the edges correspond to connections. Hence we use graphs and networks interchangeably. There are many mutually conflicting requirements in designing the topology for computer networks. The $n$-cube is one of the most popular topologies [23, 35]. The $n$-dimensional star network $S_n$ was proposed in [1] as “an attractive alternative to the $n$-cube” topology for interconnecting processors in parallel computers. Since its introduction, the network $S_n$ has received considerable attention.

The star graphs are bipartite, vertex transitive, and edge transitive, and several classes of graphs can be embedded into them, e.g. grids [19], trees [3, 5, 13], and hypercubes [30]. Cycle embeddings and path embeddings are studied in [15–19, 24, 32]. The diameter and fault diameters of star graphs were computed in [1, 22, 34]. Some other interesting properties of star graphs are studied in [12, 14, 25–27].

Reviewing some previous papers (see [10, 11, 21, 38]), the $n$-dimensional hypercube $Q_n$, the $n$-dimensional crossed cube $CQ_n$, the $n$-dimensional twisted cube $TQ_n$, and the $n$-dimensional mobius cube $MQ_n$, all have diagnosability $n$ under the comparison model. Zheng et al. [39] showed that the diagnosability of the $n$-dimensional star graph $S_n$ is $n - 1$. In classical measures of system-level diagnosability for multiprocessor systems, if all the neighbors of some processor $v$ are faulty simultaneously, it is not possible to determine whether processor $v$ is fault-free or faulty. As a consequence, the diagnosability of a system is limited by its minimum degree. Hence Lai et al. introduced a restricted diagnosability of multiprocessor systems called conditional diagnosability in [20]. Lai et al. considered this measure by requiring that for each processor $v$ in a system, all the processors that are directly connected to $v$ do not fail at the same time. Under this condition, the conditional diagnosability of the $n$-dimensional hypercube $Q_n$ is $4n - 7$ under the PMC model [20].

In this paper, we study the conditional diagnosability of the star graph $S_n$ and a class of graphs that arise as a generalization of the star graph. These graphs are Cayley graphs generated by transposition trees. We consider the comparison model and show that the conditional diagnosability of these graphs is $3n - 8$ for $n \geq 4$, except for the $n$-dimensional star graph, for which it is $3n - 7$. 2
Hence the conditional diagnosability of these graphs is about three times larger than their classical diagnosability. Section 2 provides preliminaries and previous results for diagnosing a system. In Section 3 we study the conditional diagnosability of Cayley graphs generated by transposition trees under the comparison model. Our conclusions are given in Section 4.

2 Preliminaries

A multiprocessor system can be represented by a graph \( G(V, E) \), where the set of vertices \( V(G) \) represents processors and the set of edges \( E(G) \) represents communication links between processors. Throughout this paper, we focus on undirected graphs without loops and follow [4] for graph theoretical definitions and notations.

Let \( G \) be a graph. The neighborhood \( N_G(v) \) of vertex \( v \) in \( G \) is the set of all vertices that are adjacent to \( v \). The cardinality \( |N_G(v)| \) is called the degree of \( v \), denoted by \( \deg_G(v) \). A graph \( H \) is a subgraph of \( G \) if \( V(H) \subseteq V(G) \) and \( E(H) \subseteq E(G) \). Let \( S \) be a subset of \( V(G) \cup E(G) \). The subgraph of \( G \) induced by \( S \), denoted by \( G[S] \), is the graph with the vertex set \( S \cap V(G) \) and the edge set \( \{ (u, v) \mid (u, v) \in E(G) \text{ and } u, v \in S \} \). For a set of vertices (respectively, edges) \( S \), we use the notation \( G - S \) to denote the graph obtained from \( G \) by removing all the vertices (respectively, edges) in \( S \). The components of \( G \) are its maximal connected subgraphs. A component is trivial if it has no edges; otherwise, it is nontrivial. The connectivity \( \kappa(G) \) of \( G \) is the minimum number of vertices whose removal results in a disconnected or a trivial graph. A graph \( G \) is \( k \)-regular if \( \deg_G(u) = k \) for every vertex \( u \) in \( G \). A path \( P \) between vertices \( v_1 \) and \( v_k \) is a sequence of adjacent vertices, \( \langle v_1, v_2, \ldots, v_k \rangle \), in which the vertices \( v_1, v_2, \ldots, v_k \) are distinct. The length of \( P \), denoted by \( l(P) \), is the number of edges in \( P \). The distance of two vertices \( u \) and \( v \) of \( G \), denoted by \( d_G(u, v) \), is the length of the shortest path of \( G \) between \( u \) and \( v \).

The comparison diagnosis model [28, 29] was proposed by Malek and Maeng. In this model, a self-diagnosable system is often represented by a multigraph \( M(V, C) \), where \( V \) is the same vertex set defined in \( G \), and \( C \) is a labeled edge set. If \( (u, v) \) is an edge labeled by \( w \), then the labeled edge \( (u, v)_w \) is said to belong to \( C \), which implies that vertices \( u \) and \( v \) are being compared by vertex \( w \). The same pair of vertices may be compared by different comparators, so \( M \) can be a multigraph. For \( (u, v)_w \in C \), we use \( r((u, v)_w) \) to denote the result of comparing vertices \( u \) and \( v \) by \( w \) such that \( r((u, v)_w) = 0 \) if the outputs of \( u \) and \( v \) agree, and \( r((u, v)_w) = 1 \) if the outputs disagree. In this model, if \( r((u, v)_w) = 0 \) and \( w \) is fault-free, then both \( u \) and \( v \) are fault-free. If \( r((u, v)_w) = 1 \), then at least one of the three vertices \( u, v, w \) must be faulty. If the comparator \( w \) is faulty, then the result of comparison is unreliable. The collection of all comparison results, given by the function \( r : C \to \{0, 1\} \), is called the syndrome of the diagnosis. A subset \( F \subseteq V \) is said to be compatible with a syndrome \( r \) if \( r \) can arise from the circumstance that all vertices in \( F \) are faulty and all vertices in \( V - F \) are fault-free. A system is said to be diagnosable if, for every syndrome \( r \), there is a unique \( F \subseteq V \) that is compatible with \( r \).

In our comparison model, we have \( (u, v)_w \in C \) if and only if \( u \) and \( v \) are both adjacent to \( w \), hence the original graph determines the multigraph \( M(V, C) \). Notice that in this model for every set \( F \subseteq V \) there is always a syndrome that is compatible for both \( F \) and \( V - F \). Thus in general there is no diagnosable system. Thus [36] introduced the concept of a \( t \)-diagnosable system, in which the system is diagnosable as long as the number of faulty vertices does not exceed \( t \). The max-
Theorem 1. [36] Let \( G \) be a graph. For any two distinct subsets \( F_1 \) and \( F_2 \) of \( V(G) \), \((F_1, F_2)\) is a distinguishable pair if and only if at least one of the following conditions is satisfied (see Figure 1):

1. there are two distinct vertices \( u \) and \( w \) in \( V(G) \) − \((F_1 \cup F_2)\) and there is a vertex \( v \) in \( F_1 \triangle F_2 \) such that \((u, v)_w \in C\).
2. there are two distinct vertices \( u \) and \( v \) in \( F_1 \) − \( F_2 \) and there is a vertex \( w \) in \( V(G) \) − \((F_1 \cup F_2)\) such that \((u, v)_w \in C\), or
3. there are two distinct vertices \( u \) and \( v \) in \( F_2 \) − \( F_1 \) and there is a vertex \( w \) in \( V(G) \) − \((F_1 \cup F_2)\) such that \((u, v)_w \in C\).

3 Transposition trees graphs

In this section we summarize the connectivity properties of Cayley graphs generated by transposition trees. These graphs arise naturally as a common generalization of star graphs and bubble-sort graphs. Some papers studying these graphs include [2, 6–8, 37].

Let \( \Gamma \) be a finite group and \( S \) be a set of elements of \( \Gamma \) such that the identity of the group does not belong to \( S \). The Cayley graph \( \Gamma(S) \) is the directed graph whose vertex set is \( \Gamma \), and there is an arc from \( u \) to \( v \) if and only if there is an \( s \in S \) such that \( u = vs \). The graph \( \Gamma(S) \) is connected if and only if \( S \) is a generating set for \( \Gamma \). A Cayley graph is always vertex transitive, so it is maximally arc-connected if it is connected; however, its vertex connectivity may be low.

In this paper, we choose the finite group to be \( \Gamma_n \), the symmetric group on \( \{1, 2, \ldots, n\} \), and the generating set \( S \) to be a set of transpositions. The vertices of the corresponding Cayley graph are permutations, and since \( S \) only has transpositions, there is an arc from vertex \( u \) to vertex \( v \) if and only if there is an arc from \( v \) to \( u \). Hence we can regard these Cayley graphs as undirected graphs by replacing every pair of arcs between two vertices with an edge; let the resulting graph be \( \Gamma_n(S) \). A simple way to depict \( S \) is via a graph \( G(S) \) with vertex set \( \{1, 2, \ldots, n\} \), where there is an edge between \( i \) and \( j \) if and only if the transposition \((ij)\) belongs to \( S \). This graph is called the transposition generating graph of \( \Gamma_n(S) \) or simply transposition (generating) graph if it is clear from the context.

In fact, the star graph \( S_n \) was introduced via the generating graph \( K_{1,n-1} \), where the center is 1 and the leaves...
are 2, 3, . . . , n. Notice, that if we change the label of the center, we still get a graph isomorphic to the star graph $S_n$, hence with a slight abuse of terminology we will call all these graphs star graphs. The star graphs $S_2$, $S_3$, and $S_4$ are shown in Figure 2 for illustration.

![Figure 2: The star graphs $S_2$, $S_3$, and $S_4$](image)

Note that the Cayley graph $\Gamma_n(S)$ is $|S|$-regular, and it is connected if and only if the generating graph $G(S)$ is connected. Since an interconnection network needs to be connected, we require the transposition graph to be connected. Here we will only consider the fundamental case, when $G(S)$ is a tree, and call the corresponding transposition generating graph a transposition tree. Thus the Cayley graphs obtained by these transposition trees are $(n-1)$-regular and have $n!$ vertices. In addition to the star graph mentioned above, these Cayley graphs also include the bubble-sort graph whose transposition tree is a path. Figure 3 shows the bubble-sort graph for $n = 4$.

![Figure 3: The bubble-sort graph](image)

Let $\Gamma_n(S)$ be a Cayley graph generated by a transposition tree $S$. To help us describe the structure of the Cayley graph $\Gamma_n(S)$ when $G(S)$ is a tree, without loss of generality we may assume that a leaf of the transposition tree is $n$. We use boldface letters to denote vertices in $\Gamma_n(S)$. Hence, $u_1, u_2, \ldots, u_n$ is a sequence of $n$ vertices in $\Gamma_n(S)$. It is known that the connectivity of $\Gamma_n(S)$ is $n - 1$. Clearly $\Gamma_n(S)$ is a bipartite graph with one partite set containing the vertices corresponding to odd permutations and the other partite set containing the vertices corresponding to even permutations. Let $u = u_1u_2\ldots u_n$ be any vertex of the Cayley graph $\Gamma_n(S)$. We say that $u_i$ is the $i$-th coordinate of $u$, denoted by $(u)_i$, for $1 \leq i \leq n$. For $1 \leq i \leq n$, let $\Gamma_n^{(i)}$ denote the subgraph of $\Gamma_n(S)$ induced by those vertices $u$ with $(u)_n = i$.

Since $n$ is a leaf in the generating tree, it is easy to see that the Cayley graph $\Gamma_n(S)$ has the following properties:

(I) $\Gamma_n(S)$ consists of $n$ vertex-disjoint subgraphs:
\( \Gamma_n^{(1)}, \Gamma_n^{(2)}, \ldots, \Gamma_n^{(n)} \); each isomorphic to another Cayley graph \( \Gamma_{n-1}(S') \) with \( S' = S \setminus \{ \pi \} \) where \( \pi \) is the transposition corresponding to the edge incident to the leaf \( n \).

(ii) \( \Gamma_n^{(i)} \) has \((n-1)!\) vertices, and it is \((n-2)\)-regular for all \( i \).

(iii) For all \( i \), each vertex in \( \Gamma_n^{(i)} \) has a unique neighbor outside \( \Gamma_n^{(i)} \), and these outside neighbors are all different. There are exactly \((n-2)!\) independent edges between \( \Gamma_n^{(i)} \) and \( \Gamma_n^{(j)} \) for all \( i \neq j \).

These properties are illustrated in Figures 2 and 3, as e.g. \( S_n \) and the bubble-sort graph contain four copies of a smaller Cayley graph, the 6-cycle. Note that the 6-cycle is the shortest cycle in star graphs, whereas in other Cayley graphs we also have 4-cycles.

Cayley graphs generated by transposition trees have strong connectivity properties. Roughly speaking, deleting a large number of vertices from it, they will still contain a large connected component as shown by the following theorem:

**Theorem 2.** [8] Let \( \Gamma_n(S) \) be a Cayley graph obtained from a transposition generating tree \( S \) on \( \{1, 2, \ldots, n\} \) with \( n \geq 4 \), and let \( T \) be a set of vertices of \( G \) such that \(|T| \leq 3n - 8\). Then \( \Gamma_n(S) - T \) satisfies one of the following conditions:

(i) \( \Gamma_n(S) - T \) is connected.

(ii) \( \Gamma_n(S) - T \) has two components, one of which is \( K_1 \) or \( K_2 \).

(iii) \( \Gamma_n(S) - T \) has three components, two of which are singletons.

(iv) \( \Gamma_n(S) - T \) has two components, one of which is a path of length 3, and \( T \) is the union of the neighbor sets of the vertices on the path except the vertices of the path itself with \( |T| = 3n - 8 \).

(v) \( \Gamma_n(S) - T \) has four components, three of which are singletons, and \( T \) is the union of the neighbor sets of the singletons with \( |T| = 3n - 8 \).

(vi) \( \Gamma_n(S) - T \) has two components, one of which is a 4-cycle, \( n = 4 \) and \( |T| = 4 \).  

**Note:** Cases (iv), (v), and (vi) can only occur when \( \Gamma_n(S) \) is not a star graph, because each require a 4-cycle in the graph.

### 4 The conditional diagnosability

In classical measures of system-level diagnosability for multiprocessor systems, if all the neighbors of some processor \( v \) are faulty simultaneously, it is not possible to determine whether processor \( v \) is fault-free or faulty. So the diagnosability of a system is limited by its minimum vertex degree. In particular, as we mentioned before, the star graph \( S_n \) has diagnosability \( n - 1 \) (see [39]). The same result can be proven easily for Cayley graphs generated by transposition trees as well, whose proof we omit:

**Theorem 3.** Let \( \Gamma_n(S) \) be a Cayley graph obtained from a transposition generating tree \( S \) on \( \{1, 2, \ldots, n\} \) with \( n \geq 4 \). Then \( t(\Gamma_n(S)) = n - 1 \).

A Cayley graph \( \Gamma_n(S) \) has \( \binom{n!}{n-1} \) vertex subsets of size \( n - 1 \), among which there are only \( n! \) vertex subsets which contain all the neighbors of some vertex. Since the ratio \( n! / \left( \binom{n!}{n-1} \right) \) is very small for large \( n \), in case of independent failures the probability of a faulty set containing all the neighbors of any vertex is very low. For this reason, Lai et al. introduced a new restricted diagnosability of multiprocessor systems called conditional diagnosability in [20]. They considered the situation that no faulty
set can contain all the neighbors of any vertex in a system. We need some terms to define the conditional diagnosability formally. A faulty set \( F \subset V(G) \) is called a conditional faulty set if \( N_G(v) \not\subseteq F \) for every vertex \( v \in V(G) \). A system described by the graph \( G(V, E) \) is said to be conditionally \( t \)-diagnosable if \( F_1 \) and \( F_2 \) are distinguishable for each pair of distinct conditional faulty sets \( F_1 \) and \( F_2 \) of \( V(G) \) with \( |F_1| \leq t \) and \( |F_2| \leq t \). The maximum value of \( t \) such that \( G \) is conditionally \( t \)-diagnosable is called the conditional diagnosability of \( G \), denoted by \( t_c(G) \). It is trivial that \( t_c(G) \geq t(G) \).

Now we give an example in the Cayley graph \( \Gamma_n(S) \) to get a bound on the conditional diagnosability. As shown in Figure 4, we take a path of length two in \( \Gamma_n(S) \). Let \( \{u_1, u_2, u_3\} \) be a path with length two. We set \( A = N_{\Gamma_n(S)}(u_1) \cup N_{\Gamma_n(S)}(u_2) \cup N_{\Gamma_n(S)}(u_3) \), \( F_1 = A - \{u_2, u_3\} \) and \( F_2 = A - \{u_1, u_2\} \). It is straightforward to check that \( F_1 \) and \( F_2 \) are two conditional faulty sets, and \( F_1 \) and \( F_2 \) are indistinguishable by Theorem 1. When \( \Gamma_n(S) \) is a star graph, it has no cycles with length less than 6, hence the vertices in \( N_{\Gamma_n(S)}(u_1) \), \( N_{\Gamma_n(S)}(u_2) \), and \( N_{\Gamma_n(S)}(u_3) \) are all different, thus \( |F_1| = |F_2| = 3n - 6 \). On the other hand, if \( \Gamma_n(S) \) is not a star graph, it contains 4-cycles, so some of those neighbors may be the same. However, it is easy to see that any two vertices in \( \Gamma_n(S) \) can have at most two common neighbors. Thus when the path \( \langle u_1, u_2, u_3 \rangle \) is part of a 4-cycle, we get \( |F_1| = |F_2| = 3n - 7 \). In both cases we have \( |F_1 - F_2| = |F_2 - F_1| = 1 \), therefore when \( \Gamma_n(S) \) is a star graph, it is not conditionally \((3n-6)\)-diagnosable, otherwise \( \Gamma_n(S) \) is not conditionally \((3n-7)\)-diagnosable. Hence we have the following result:

**Proposition 4.** For \( n \geq 4 \), \( t_c(\Gamma_n(S)) \leq 3n - 7 \) when \( \Gamma_n(S) \) is a star graph, otherwise \( t_c(\Gamma_n(S)) \leq 3n - 8 \).

The following two lemmas will be needed to show our result on the conditional diagnosability of \( \Gamma_n(S) \) for \( n \geq 4 \).

**Lemma 5.** For \( n \geq 4 \), let \( F_1 \) and \( F_2 \) be any two distinct conditional faulty subsets of \( V(\Gamma_n(S)) \) with \( |F_1| \leq 3n - 7 \) and \( |F_2| \leq 3n - 7 \) if \( \Gamma_n(S) \) is a star graph, and \( |F_1| \leq 3n - 8 \) and \( |F_2| \leq 3n - 8 \) otherwise. Denote by \( H \) the maximum component of \( \Gamma_n(S) - (F_1 \cap F_2) \). Then for every vertex \( u \) in \( F_1 \triangle F_2 \), \( u \) is in \( H \).

**Proof.** Without loss of generality, we assume that \( u \) is in \( F_1 - F_2 \). Since \( F_2 \) is a conditional faulty set, there is vertex \( v \) in \( (V(\Gamma_n(S)) - F_2) - \{u\} \) such that \( (u, v) \in E(\Gamma_n(S)) \). Suppose that \( u \) is not a vertex of \( H \). Then \( v \) is not in \( V(H) \), so \( u \) and \( v \) are part of a small component in \( \Gamma_n(S) - (F_1 \cap F_2) \). Since \( F_1 \) and \( F_2 \) are distinct, we have \( |F_1 \cap F_2| \leq 3n - 8 \) when \( \Gamma_n(S) \) is a star graph and \( |F_1 \cap F_2| \leq 3n - 9 \) otherwise. Thus in Theorem 2 cases (iv)–(vi) can’t occur, hence \( \{u, v\} \) forms a component \( K_2 \) of \( \Gamma_n(S) - (F_1 \cap F_2) \), i.e. \( u \) is the unique neighbor of \( v \) in \( \Gamma_n(S) - (F_1 \cap F_2) \). This is a contradiction since \( F_1 \) is a conditional faulty set, but all the neighbors of \( v \) are faulty in \( \Gamma_n(S) - F_1 \).
Lemma 6. Let $G$ be a graph with $\delta(G) \geq 2$, and let $F_1$ and $F_2$ be any two distinct conditional faulty subsets of $V(G)$ with $F_2 \subset F_1$. Then $(F_1, F_2)$ is a distinguishable conditional pair under the comparison diagnosis model.

Proof. Let $u$ be any vertex of $F_1 - F_2$. Since $F_1$ is a conditional faulty subset of $V(G)$, there is a vertex $v$ of $V(G) - F_1$ such that $\langle u, v \rangle \in E(G)$ and there is a vertex $w$ of $V(G) - F_1$ such that $\langle v, w \rangle \in E(G)$. Since $F_2 \subset F_1$, neither $v$ nor $w$ is in $F_2$. By Theorem 1, $(F_1, F_2)$ is a distinguishable conditional pair.

Now we can prove our main results:

Theorem 7. For $n \geq 4$, let $F_1$ and $F_2$ be two distinct conditional faulty subsets of $V(\Gamma_n(S))$. Assume that $|F_1| \leq 3n - 7$ and $|F_2| \leq 3n - 7$ when $\Gamma_n(S)$ is a star graph, and $|F_1| \leq 3n - 8$ and $|F_2| \leq 3n - 8$ otherwise. Then $(F_1, F_2)$ is a distinguishable conditional pair under the comparison diagnosis model.

Proof. By Lemma 6, $(F_1, F_2)$ is a distinguishable pair if $F_1 \subset F_2$ or $F_2 \subset F_1$. Thus we assume that $|F_1 - F_2| \geq 1$ and $|F_2 - F_1| \geq 1$. Let $A = F_1 \cap F_2$. Then we have $|A| \leq 3n - 8$ when $\Gamma_n(S)$ is a star graph, and $|A| \leq 3n - 9$ otherwise. Let $H$ be the maximum component of $\Gamma_n(S) - A$. By Lemma 5, every vertex in $F_1 \Delta F_2$ is in $H$.

We claim that $H$ has a vertex $v$ outside $F_1 \cup F_2$ that has no neighbor in $A$. Since every vertex has degree $n - 1$, vertices in $A$ can have at most $|A|(n - 1)$ neighbors in $H$. There are at most $2(3n - 7) - |A|$ vertices in $F_1 \cup F_2$, and at most two vertices of $\Gamma_n(S) - A$ may not belong to $H$ by Theorem 2. Since $|A| \leq 3n - 8$, we have $n! - |A|((n - 2) - 2(3n - 7) - 2 \geq n! - (3n - 8)(n - 2) - 2(3n - 7) - 2 \geq 4$ when $n \geq 4$. Thus there must be vertices of $H$ outside $F_1 \cup F_2$ having no neighbor in $A$; let $v$ be such a vertex.

If $v$ has no neighbor in $F_1 \cup F_2$, then we can find a path of length at least 2 within $H$ to a vertex $p$ in $F_1 \Delta F_2$. We may assume that $p$ is the first vertex of $F_1 \Delta F_2$ on this path, and let $q$ and $w$ be the two vertices on this path immediately before $p$ (we may have $v = q$), so $q$ and $w$ are not in $F_1 \cup F_2$. Then the edges $(q, w)$ and $(w, p)$ show that $(F_1, F_2)$ is a distinguishable conditional pair.

Now assume that $v$ has a neighbor in $F_1 \Delta F_2$. Then since the degree of $v$ is at least 3, and $v$ has no neighbor in $A$, there are three possibilities:

(1) $v$ has two neighbors in $F_1 - F_2$,

(2) $v$ has two neighbors in $F_2 - F_1$, or

(3) $v$ has at least one neighbor outside $F_1 \cup F_2$.

In each case Theorem 1 implies that $(F_1, F_2)$ is a distinguishable conditional pair of $\Gamma_n(S)$ under the comparison diagnosis model, finishing the proof.

To summarize, with Proposition 4 and Theorem 7, we have the following result.

Theorem 8. For $n \geq 4$, $t_c(\Gamma_n(S)) = 3n - 7$ when $\Gamma_n(S)$ is a star graph, and $t_c(\Gamma_n(S)) = 3n - 8$ otherwise.

Remark: Theorem 3 can be proved similarly, indeed much simpler, using that its connectivity is $n - 1$, proved in [6].

5 Conclusions

In the real world, processors fail independently and with different probabilities. The probability that any faulty set contains all the neighbors of some processor is very small [31], so we are interested in the study of conditional diagnosability. A new diagnosis measure proposed by Lai et al. [20] requires that each processor of
a system is incident with at least one fault-free processor. In this paper, we considered Cayley graphs generated by transposition trees, which are a generalization of the $n$-dimensional star graph $S_n$, and showed that the conditional diagnosability of $\Gamma_n(S)$ is $3n - 8$ under the comparison model except when it is the star graph, for which the conditional diagnosability is $3n - 7$. This number is about three times as large as the classical diagnosability. It would be interesting to find other conditional measures for network reliability under which diagnosability of such networks are even higher.
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