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Abstract—This paper proposes an iterative algorithm for estimating the least-cost paths in a wireless sensor network (WSN) that is modeled by a Petri net. We assume that each link between two sensor nodes (each transition in the net) is associated with a positive cost to capture its likelihood (e.g., in terms of the transmission time, distance between nodes, or the link capacity). Given the structure of the Petri net and its initial/final state, we aim at finding the paths (with length less than or equal to a given bound $L$) that could lead us from the initial state to the final state while having the least total cost. We develop an iterative algorithm that obtains the least-cost paths with complexity that is polynomial in the length $L$.
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I. INTRODUCTION

In recent years, major advances in wireless communication and digital electronics have led to the development of sensors that can broadcast data over short communication ranges. A wireless sensor network (WSN) is composed of a number of sensor nodes that have sensing, processing, and communication capabilities that enable all sensor nodes to collaborate in order to achieve a particular task [1]. In a WSN, sensor nodes are densely deployed, have limited computational and power capacities, and use basic communication protocols to exchange information with their neighbors. In practice, WSNs have been widely employed in a variety of applications including transportation systems, military systems, and health-care systems [2]–[6].

As the size and complexity of WSNs increase, significant attention is paid to problems of modeling and analysis of WSNs. Since information transmission between sensor nodes can be treated as the occurrences of discrete events after some levels of abstraction, several discrete event dynamic system (DEDS) approaches have been proposed including finite state machines [7]–[9], Markov chains [10], [11], and Petri nets [12]–[17]. In literature, several aspects of problems related to WSNs (e.g., sensor data processing, energy consumption, and intelligent monitoring) have been studied using Petri net models due to their powerful modeling and mathematical analysis framework. In particular, the authors of [12] proposed a fuzzy Petri net model to process sensor data and handle flexible and continuous queries. In [13], the authors developed an attack-resistant and efficient localization scheme in WSNs based on Petri nets. The power consumption of processors in WSNs was studied using Petri nets in [14] and the energy consumption of wireless sensor nodes based on Petri net models was analyzed in [15]. A decentralized Petri net based wireless sensor node architecture (PN-WSNA) was developed to construct a flexible and reconfigurable WSN for intelligent monitoring systems in [16] and [17].

Other than the works mentioned above, in this paper we study a different problem in WSNs based on Petri net models, namely, the least-cost path estimation problem. In literature, path estimation and path planning in WSNs have been investigated using a variety of approaches. In [18], the authors considered the dynamic shortest path routing problem in mobile ad hoc networks. An genetic algorithm was developed to tackle this problem and was demonstrated its effectiveness through simulations. The authors of [19] studied the path planning problem in WSNs to deal with transmission delay using queueing networks. They proposed an approximate iterative algorithm to calculate node packet arrival rate and designed the pre-selection algorithm based on a path search tree. The optimal paths can then be obtained based on the analysis of the path delay. In [20], the authors proposed an shortest path routing protocol for mobile WSNs. This protocol was based on neighbor discovery and shortest path construction. The authors of [21] developed an optimal multi-path planning algorithm for intrusion detection in wireless sensor and actor networks. They associated each link with a cost that is related to packet transmission and employed graphical algorithms to determine the optimal paths. In [22], the authors considered the cluster routing problem in WSNs and proposed a fuzzy reasoning algorithm based on fuzzy Petri nets to improve the routing reliability and enhance the energy efficiency.

In this paper we study the least-cost path estimation problem in WSNs based on Petri net models. In particular, we consider a setting where we have knowledge of the structure of a Petri net and its initial state, and we are
given a final state (i.e., a target state to be reached) together with a positive integer number \( L \) which serves as the maximum allowable length for sequences of transitions whose firings can lead us from the initial state to the final state. We assume that each link in the WSN (each transition in the net) is associated with a positive cost that captures its likelihood (e.g., in terms of the transmission time, distance between nodes, or the link capacity). Given the above constraints (i.e., a Petri net structure, the initial/final state, and a length \( L \)), we aim at finding the paths in the WSN (transition firing sequences in the Petri net) with length less than or equal to \( L \) which: (i) are consistent with the structure of the Petri net, (ii) lead us from the initial state to the final state, and (iii) have the least total cost (the total cost of a transition firing sequence is taken to be the sum of the costs of all transitions in the sequence). We develop an iterative algorithm that obtains the least-cost transition firing sequences with complexity that is polynomial in \( L \).

This work is motivated by the problem of least-cost path estimation in WSNs that are modeled by Petri nets. For example, in a WSN, information transmission involves the determination of detailed sequences of paths from an initial state to a final state. In our setup, the given final state captures the completion of the information transmission, whereas the structure of the given Petri net represents the interactions among different sensor nodes (as imposed by the given WSN). We also associate each transition in the given net with a positive cost which could represent its likelihood of occurrence. Note that in this paper, we focus on finding the least-cost transition firing sequences of length upper bounded by the given value \( L \), which follows from the reasonable assumption of completing the information transmission in a WSN within a bounded number of steps due to energy constraints of sensor nodes.

In literature, estimation using Petri net models has been studied extensively. For instance, in [23], [24] the authors present an algorithm for obtaining an estimate (and a corresponding error bound) for the state of a given Petri net based on full knowledge of the observed firing sequence but without knowledge of the initial state; these works also discuss how this state estimate may be used to design a controller. In this paper we consider path estimation other than state estimation and our approach is different from those mentioned above. The authors of [25] studied the least-cost firing sequence estimation problem in labeled Petri nets with unobservable transitions and proposed an estimation algorithm with complexity that is polynomial in the length of the observed sequence of labels. In this paper we consider ordinary Petri net models rather than labeled Petri net models.

Note that due to the structure of the given net, the particular final state might be reached from the initial state through paths of different lengths. Therefore, in general, we need to consider all states reachable from the initial state in \( L \) or less steps in order to capture the actual least-cost paths that could lead us from the initial state to the final state. Crucial to our algorithmic complexity analysis is the fact that the number of states that are consistent with a path of a certain length is upper bounded by a function that is polynomial in this length (this follows from a translation of the result in [26]). Using this observation, we are able to show that our algorithm can obtain the least-cost paths with complexity that is polynomial in length \( L \).

II. PETRI NET NOTATION

In this section, we provide basic definitions and terminology that will be used throughout the paper. More details about Petri nets can be found in [27], [28].

A Petri net structure is a weighted bipartite graph \( N = (P,T,A,W) \) where \( P = \{p_1,p_2,\ldots,p_n\} \) is a finite set of places (drawn as circles), \( T = \{t_1,t_2,\ldots,t_m\} \) is a finite set of transitions (drawn as bars). \( A \subseteq (P \times T) \cup (T \times P) \) is a set of arcs (from places to transitions and from transitions to places), and \( W : A \to \{1,2,3,\ldots\} \) is the weight function on the arcs.

Let \( b_{ij}^- \) denote the integer weight of the arc from place \( p_i \) to transition \( t_j \), and \( b_{ij}^+ \) denote the integer weight of the arc from transition \( t_j \) to place \( p_i \) (1 \( \leq i \leq n \), 1 \( \leq j \leq m \)). Note that \( b_{ij}^- (b_{ij}^+) \) is taken to be zero if there is no arc from place \( p_i \) to transition \( t_j \) (or vice versa). We define the input incident matrix \( B = [b_{ij}^-] \) (respectively the output incident matrix \( B^+ = [b_{ij}^+] \)) to be the \( n \times m \) matrix with \( b_{ij}^- \) (respectively \( b_{ij}^+ \)) at its \( i \)th row, \( j \)th column position.

A marking (state) is a vector \( M : P \to Z_0^+ \) that assigns to each place in the Petri net a nonnegative integer number of tokens (drawn as black dots). We use \( M_0 \) to denote the initial marking of the Petri net. A transition \( t \) is said to be enabled if each of its input places \( p_m \) has at least \( B^-(p_m,t) \) tokens. We use \( M[t] \) to denote that transition \( t \) is enabled at marking \( M \). An enabled transition \( t \) may fire and if it fires, it removes \( B^-(p_m,t) \) tokens from each input place \( p_m \) of \( t \) and deposits \( B^+(p_out,t) \) tokens to each output place \( p_out \) of \( t \) to yield a new marking \( M' = M + B(-,t) \), where \( B(-,t) \) denotes the column of \( B \) that corresponds to transition \( t \). This is also denoted by \( M[t]M' \) and we say marking \( M' \) is reachable from marking \( M \) via the firing of transition \( t \).

Let \( \sigma = t_1t_2\ldots t_k \) (\( t_i \in T \)) be a transition firing sequence. We say \( \sigma \) is enabled with respect to \( M \) if \( M[t_1]M[t_2]\ldots M[t_{k-1}][t_k] \); this is denoted by \( M(\sigma) \). Let \( M(\sigma)M' \) denote that \( M' \) is reachable via the firing of transition sequence \( \sigma \) from \( M \), and let \( \sigma(t) \) be the total number of occurrences of transition \( t \) in \( \sigma \). More specifically, \( \sigma' = [\sigma(t_1)\ldots \sigma(t_m)]^{T} \) is the firing vector that corresponds to \( \sigma \). Furthermore, we use \( |\sigma| \) to denote the number of transitions in sequence \( \sigma \). A cost function \( C : T \to Z^+ \) assigns to each transition in the net a positive integer cost. Given a transition firing sequence \( \sigma = t_1t_2\ldots t_k \), its total cost is given by \( C(\sigma) = \sum_{t_i=1}^k C(t_i) = \sum_{t_i=1}^m C(t_i) \cdot \sigma(t_i) \).

**Definition 1** Given an initial marking \( M_0 \), the set of reachable markings with respect to transition firing sequences
of length $L$ is given by $Z(L) = \{ M' \mid \exists \sigma : M_0[\sigma]M' \text{ and } |\sigma| = L \}$.

### III. Problem Formulation

The problem we deal with in this paper is the following. Consider a WSN that is modeled as a Petri net $N$ with an initial state $M_0$ and costs associated with each transition (via a cost function $C$). Given a final state $M$ (i.e., a target state to be reached) and a positive integer number $L$ (i.e., an upper bound on the length of the sequences of transitions whose firings can lead us from the initial state to the final state), we aim at finding the transition firing sequence(s) with length less than or equal to $L$ which: (i) is (are) consistent with the structure of the Petri net, (ii) leads (lead) us from the initial state to the final state, and (iii) has (have) the least total cost.

Clearly, the set of least-cost firing sequence(s) $\{ \sigma_{\text{min}} \}$ is the solution to the following problem:

$$\arg\min_{\sigma} C(\sigma) \quad \text{s.t.} \quad M_0[\sigma]M \& |\sigma| \leq L. \quad (1)$$

**Example 1** Consider the Petri net shown in Fig. 1 with places $P = \{ p_1, p_2, p_3, p_4 \}$; transitions $T = \{ t_1, t_2, t_3, t_4, t_5 \}$; and transition costs given by $C(t_1) = 1, C(t_2) = 4, C(t_3) = 2, C(t_4) = 3,$ and $C(t_5) = 5$. The initial marking is given by $[2 0 0 0]^T$ and the final marking is taken to be $[1 0 1 0]^T$, whereas the upper bound on the length of the transition firing sequences is set to $L = 2$. In other words, we need to find, among all valid transition firing sequences of length equal to or less than 2 that lead us from the initial marking to the final marking, the ones that have the least total cost. It is not hard to show that there are two possible transition firing sequences, $t_2$ and $t_1t_3$, with total costs given by 4 and 3 respectively. Therefore, we conclude that the least-cost transition firing sequence (within length 2) that leads us from the initial marking to the final marking is $t_1t_3$. □

The problem in (1) could be solved by starting from the initial marking, enumerating all transition firing sequences $\sigma$ with length equal to or less than $L$, evaluating whether they are enabled or not, if enabled then computing the markings $M'$ resulting from their firings, determining whether they satisfy $M' = M$, and obtaining the valid one(s) with the least cost. The problem with this approach is that, in the worst case, the number of transition sequences considered is exponential in the length of $L$ (e.g., we start with $\sum_{i=1}^{L} m^i$ possible transition firing sequences). However, by looking at this problem in a different way, i.e., in terms of a trellis diagram [29], we will show that one can use a dynamic programming approach to obtain the solution more efficiently in an iterative manner. This approach will take advantage of the fact that several of these sequences visit identical markings at identical points in time (and therefore need not to be explored separately).

![Figure 1. A Petri net with transition costs.](image1)

![Figure 2. Trellis diagram of the evolution of reachable markings.](image2)

In Fig. 2, we depict a trellis diagram that captures the evolution of reachable markings as the length of transition firing sequences increases. In particular, $\{1, 2, \ldots, L\}$ denotes the length of transition firing sequences with time epochs (stages) corresponding to each time a transition fires. Each node in the trellis diagram (drawn as a big black dot) denotes a marking that is reachable from the initial marking through transition firing sequences of length up to the current time epoch, i.e., $M_{ji} \in Z(j)$ where $j \in \{1, 2, \ldots, L\}$ and $i$ is the index of a given marking within the set $Z$. Arcs between nodes represent transitions whose firings will lead from one marking to another. Given the initial marking $M_0$, the final marking $M$, and the upper bound $L$ on the length of transition firing sequences, we need to find the set of transition firing sequences that appear in the trellis diagram and have the least total cost from the initial marking $M_0$ to the final marking $M$.

**Definition 2** The set of least-cost firing sequences (of length $j$) that lead to the $i^{th}$ marking $M_{ji}$ at the $j^{th}$ stage of the trellis diagram is given by $LSC_{i,j} = \{ \sigma' \mid |\sigma'| = arg\min_{\sigma} C(\sigma) \text{ for } \sigma \text{ such that } M_0[\sigma]M_{ji} \text{ and } |\sigma| = j \}$.

By formulating the problem in terms of a trellis diagram, it is clear that each reachable marking in the set $Z(j+1)$ has to be reached via at least one reachable marking in the set $Z(j)$. Moreover, a dynamic programming approach can be used to compute the least-cost firing sequence(s) iteratively. The basic observation is that the transition firing sequences which have the least cost at time epoch $j + 1$ only depend on the least-cost transition firing sequences that reach a marking at time epoch $j$, and
the transitions that can fire at time epoch \( j + 1 \) (from the markings reached at time epoch \( j \)). By taking advantage of this observation, one can search for the sequence that has the least cost, one stage in the trellis diagram at a time.

In our setup, at time epoch \( j \), given each reachable marking \( M_{ji} \in \mathbb{Z}(j) \) and its associated set of least-cost firing sequences \( LC_{i}^{(j)} \), we can compute the set of least-cost firing sequences \( LC_{i}^{(j+1)} \) associated with each reachable marking \( M_{j(i+1)} \in \mathbb{Z}(j+1) \) at time epoch \( j + 1 \) as follows:

\[
LC_{i}^{(j+1)} = \{ \sigma_j t_p \mid [\sigma_j, t_p] = \arg \min \{ C(\sigma_j) + C(t_p) \} \}
\]

where \( \sigma_j \) and \( t_p \) are such that,

\[ \exists t, s.t. \sigma_j \in LC_{i}^{(j)} \text{ and } M_{ji}(t_p)M_{j(i+1)}. \]  

By calculating (2) iteratively in the length of the transition firing sequences, we can efficiently find the firing sequence(s) that has (have) the least cost to all reachable markings in the trellis diagram. Note that we want to find a particular final marking \( M \) that can be reached from the given initial marking \( M_0 \). Therefore, once we compute all reachable markings at each stage in the trellis diagram, we need to check whether marking \( M \) has appeared or not. If \( M \) first appears at a particular stage, the least-cost firing sequence(s) that may lead us from \( M_0 \) to \( M \) is (are) not necessarily these one(s), because \( M \) can potentially be reached from \( M_0 \) via a different transition firing sequence that has longer length but smaller cost (\( M \) may be reached from the initial marking via transition firing sequences of different lengths). Therefore, we must keep track of all reachable markings within \( L \) steps and select, among all sequences whose firings can lead us from \( M_0 \) to \( M \), the one(s) that has (have) the least total cost.

Note that each time the final marking \( M \) appears in the trellis diagram, we do not need to consider the sequences that emanate from it in the later stage. Since each transition in the net is associated with a positive cost, these sequences emanating from \( M \) are guaranteed to have higher cost even if they reach \( M \) again.

IV. OBTAINING LEAST-COST PATHS

A. Algorithm

In this section, we propose an iterative algorithm to find the least-cost firing sequence(s), of length less than or equal to the given bound \( L \), that lead from the initial marking \( M_0 \) to the final marking \( M \). We use a data structure \( \mathcal{C} = (M_{current}, leastcost, (t_{in}, M_{previous}) \) to capture the information we need to store for each node in the trellis diagram. More specifically, at time epoch \( j \): \( M_{current} \) denotes the marking that is associated with the node (and can be reached from \( M_0 \) through a transition firing sequence of length \( j \); \( leastcost \) is the least cost among all valid firing sequences from \( M_0 \) to \( M_{current} \); \( t_{in}, M_{previous} \) ) denotes that input transition \( t_{in} \) that is enabled at \( M_{previous} \) such that the least cost firing sequence goes through \( M_{previous} \) at time epoch \( j - 1 \) and leads to \( M_{current} \) by firing transition \( t_{in} \).

Note that if \( M \) can be reached from \( M_0 \) via one or more transition firing sequences, the algorithm outputs the one(s) that has (have) the least total cost; if no such firing sequence exists, the algorithm does not provide any output. We describe the algorithm in details below.

Algorithm 1

Input: A Petri net \( N \) with positive costs associated with each transition, a given initial marking \( M_0 \), a final marking \( M \), and a maximum length \( L \) for transition firing sequences.

1. \( \mathcal{C}(0) = \{(M_0, 0, (0, 0))\}. \)
2. Let \( j = 1. \)
3. Set \( \mathcal{C}(j) = \emptyset. \)
4. For all \( R \in \mathcal{C}(j-1) \) and \( R.M_{current} \neq M \)
   - For all \( t \) such that \( R.M_{current}[t] \)
     - compute \( R M' = R.M_{current} + B(t, t) \)
   - If \( M' \) is a new marking that has not appeared in \( \mathcal{C}(j) \)
     - \( \mathcal{C}(j) = \mathcal{C}(j) \cup \{(M', R.leastcost + C(t), (t, R.M_{current})\) \)
     - Else \( M' \) has appeared in \( R' \in \mathcal{C}(j) \)
     - If \( R.leastcost + C(t) < R'.leastcost \)
       - \( R' = (M', R.leastcost + C(t), (t, R.M_{current}) \)
     - Else \( R'.leastcost + C(t) < R.leastcost \)
       - \( R' = (M', R'.leastcost, R'.(t_{in}, M_{current}) \cup (t, R.M_{previous}) \)
   - End IF
   - End IF
   - End For
   - End For
5. \( j = j + 1. \)
6. If \( j = L + 1 \), Goto 7; else Goto 3.
7. Recover all firing sequences from \( M_0 \) to \( M \) using the information stored and output the one(s) that has (have) the least total cost. \( \square \)

Given the Petri net structure its initial marking \( M_0 \), Algorithm 1 iteratively computes markings that are reachable from the initial marking along with the least cost of transition sequences that lead from the initial marking to each of these markings. At each time epoch \( j \), the algorithm looks at the set of all enabled transitions and associates each new marking with the transition whose firing (from a reachable marking at stage \( j - 1 \)) leads to an overall transition firing sequence that reaches that marking with least total cost. The algorithm then stores all reachable markings and their corresponding least-cost transition(s), and goes to the next step (where the length of the transition firing sequence is increased by one). After considering all valid transition firing sequences with length equal to or less than \( L \) (i.e., after we complete \( L \) stages of the trellis diagram), the algorithm recovers all transition firing sequences from the initial marking \( M_0 \) to the final marking \( M \), and outputs the one(s) that has (have) the least total cost.

Example 2 Recall the Petri net with transition costs shown in Fig. 1. Given the final marking as \( M = \)
\[
\begin{bmatrix}
1 & 0 & 1 & 0
\end{bmatrix}^T,
\]
we want to find the least-cost transition firing sequences within length 2 (i.e., \(L = 2\)) that could lead us from the initial marking to this marking. After running Algorithm 1 on this example, the corresponding trellis diagram is shown in Fig. 3. The set of firing sequences that can lead us from \(M_0\) to \(M\) is given by \(\sigma = \{t_2, t_1 t_3\}\). The least-cost firing sequence is \(\sigma_{\text{min}} = t_1 t_3\) and has cost 3. Note that although \(M_{12}\) and \(M_{21}\) have the same marking, they correspond to different data structures in our algorithm (because they are reached via sequences of different length): one is given by \((\begin{bmatrix} 1 & 0 & 1 & 0 \end{bmatrix}^T, 4, \{t_2, [2 0 0 0]\}^T)\) and the other by \((\begin{bmatrix} 1 & 1 & 0 & 1 \end{bmatrix}^T, 3, \{t_3, [1 1 0 0]\}^T)\). Also, after the final marking is reached at \(M_{12}\), we do not consider transitions emanating from it because the sequence will have higher cost when it reaches the final marking again.

Figure 3. Trellis diagram after running Algorithm 1 for Example 1.

B. Complexity Analysis

Before discussing the complexity of our algorithm, we would like to first translate our problem into the context of labeled Petri nets; then we will use results established in [26] for labeled Petri nets to analyze the complexity of Algorithm 1.

Given the (unlabeled) Petri net structure and its initial marking, we can think of it as a labeled Petri net with all transitions in the net associated with a same label \(l\) through a degenerate labeling function \(E\) defined below.

A labeling function \(E: T \rightarrow \Sigma\) assigns to each transition in the net a label from a given alphabet \(\Sigma\). In our setup, we assume that there is only one label \(l \in \Sigma\). Therefore, given a transition firing sequence \(\sigma = t_1 t_2 \ldots t_d\) of length \(L\), the corresponding label sequence is given by \(\omega = E(\sigma) = E(t_1) \cdots E(t_d) = l \cdots l = l^d\), i.e., a string of length \(L\).

By thinking of the problem in this way, the upper bound \(L\) on the number of transitions in a particular transition sequence translates to an upper bound on the number of labels in its corresponding label sequence. Therefore, the problem can be represented equivalently as follows: Consider a labeled Petri net \(N\) with initial marking \(M_0\), positive costs associated with each transition (via a cost function \(C\)), and a single label \(l\) associated with all transitions; given an observed label sequence \(\omega = l \cdots l\) of length \(L\) that has been generated by an underlying (unknown) firing sequence \(\{t_1 t_2 \ldots t_d\}\), and a final marking \(M\), find the transition firing sequence(s) that: (i) is (are) consistent with the structure of the net, (ii) leads (lead) us from the initial marking \(M_0\) to the marking \(M\), (iii) has (have) length less than or equal to \(L\), and (iv) has (have) the least total cost.

It was shown in [26] that given an observed sequence of labels of length \(L\), the total number of markings at the \(L^b\) stage in the trellis diagram is upper bounded by a polynomial function in \(L\), namely \(L^b\) where \(b\) is a constant associated with structural parameters of the given Petri net. We use this fact in our algorithmic complexity analysis below.

The complexity of Algorithm 1 can be obtained as follows. First, regarding space complexity, the storage needed is proportional to the number of reachable markings (nodes). For each reachable marking (apart from the marking information itself and the least cost to get to it), we need to store the valid pairs of transitions and reachable markings in the previous time epoch that could lead to this marking and have the least cost. Since there are \(m\) transitions in the net, the number of transitions that could lead to the current (reachable) marking from distinct (reachable) markings in the previous stage is bounded by \(m\). Thus, for each reachable marking, the information to be stored is proportional to \(m\). Clearly, since the number of reachable markings at the \(L^b\) stage in the trellis diagram is upper bounded by \(L^b\), the total space needed to store all reachable markings at every stage in the trellis diagram is \(\sum_{j=1}^{L^b} O(m \cdot j^b)\) which can be simplified as \(O(mL^b) = O(mL^{b+1})\), i.e., the storage required is polynomial in the length \(L\) of the transition firing sequences.

We now proceed to analyze computational complexity. We use \(n_{j-1}\) to denote the number of reachable markings at the \((j-1)^a\) stage of the trellis diagram \((n_{j-1} = O((j-1)^b)\) and \(n_{j}\) to denote the number of reachable markings at the \(j^b\) stage of the trellis diagram \((n_j = O(j^b))\). Clearly, at time epoch \(j\), the number of possible transitions enabled from the \((j-1)^a\) stage is upper bounded by \(n_{j-1} \cdot m\) where \(m\) is the number of transitions in the net. For each marking in the \(j^b\) stage yielding from these transitions, we need at most \(n_{j}\) comparisons to decide if it has appeared or not (by searching through the set of existing markings) and at most \(n_{j}\) comparisons to decide if it is equal to the final marking \(M\). Thus, the computational complexity for finding the sequence that has least-cost for all markings at the \(j^b\) stage is upper bounded by \(n_{j-1} \cdot m \cdot 2n_{j}\), which has complexity \(O(m \cdot j^{2b})\).

Thus, for reachable markings over all stages, the total

---

1 More specifically, in [26] it is argued that \(b = c(d - 1)\) where \(c\) is the number of nondeterministic labels in the net and \(d\) is the maximum number of transitions corresponding to a label in the net. We say a label is nondeterministic if there is more than one transition corresponding to the label. In our setup, \(c = 1\) and \(d = m\), thus \(b = m - 1\).
computational complexity is given by $\sum_{j=1}^{L} O(m \cdot j^{2b})$, which can be simplified as $O(mL^{2b+1})$. Therefore, the algorithm has complexity that is polynomial in the length of the transition firing sequences.

V. AN ILLUSTRATIVE EXAMPLE

In this section, we illustrate the algorithm via an example of a WSN. Consider a WSN that is modeled by the Petri net shown in Fig. 4. Initially, six pieces of information are available (modeled by places $p_1$ to $p_6$ where each place has a token). Following a number of different ways of transmission, the information transmission is completed (modeled by $p_{12}$). Therefore, the final state is given by $M = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$. The Petri net has 12 places $P = \{p_1, p_2, \ldots, p_{12}\}$, 8 transitions $T = \{t_1, t_2, \ldots, t_8\}$ and the initial state $M_0 = \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T$. We assume that the cost of each transition is given by the cost vector $C = \begin{bmatrix} 5 & 5 & 30 & 20 & 20 & 20 & 30 & 10 \end{bmatrix}^T$. Our goal is to estimate the least-cost transition firing sequence(s) that leads (lead) us from the initial state to the final state under different length constraints.

Assume that we want to find the least-cost transition firing sequences from $M_0$ to $M$ within length 4. In this case, Algorithm 1 finds the set of least-cost firing sequences to be $\sigma_{\min} = \{t_1t_2t_5t_5, t_2t_1t_5t_5\}$ with total cost 40. We provide the following table where Length denotes the allowable maximum length of the transition firing sequences considered so far, Leastcost captures the least total cost of sequence(s) that satisfies (satisfy) the maximum length constraint and leads (lead) to $M$ from $M_0$ (we use $\infty$ to denote that $M$ cannot be reached via transition sequences of the given maximum length from $M_0$), and $\{\sigma_{\min}\}$ is the set of least-cost transition sequence(s) that has (have) least total cost and leads (lead) from $M_0$ to $M$.

Remark 1 Note that the final marking is reached via transition firing sequence $t_1t_2t_5t_5$ of length 3 with least cost 60; however, the final marking can also be reached via transition firing sequences of longer length with smaller cost (both $t_1t_2t_5t_5$ and $t_2t_1t_5t_5$ have length 4 with least cost 40). Therefore, in order to capture the least-cost transition firing sequences of length less than or equal to $L$, we need to consider all markings reached from $M_0$ within $L$ stages of the trellis diagram.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we consider the problem of finding the least-cost paths in a WSN that is modeled by a Petri net. In particular, we consider a setting where we are given an initial state and a final state along with a positive integer $L$ that serves as an upper bound on the length of paths that lead us from the initial state to the final state. We assume that each transition in the given net is associated with a positive cost (which could represent its likelihood of occurrence by considering different constraints) and we aim at finding the paths (of length less than or equal to $L$) which: (i) are consistent with the structure of the Petri net, (ii) lead us from the initial state to the final state, and (iii) have the least total cost. We develop an iterative algorithm that obtains the least-cost paths with complexity that is polynomial in $L$. This algorithm can be used for least-cost path estimation in WSNs that are modeled as Petri nets.

One direction for future work is to study the timed Petri net model to incorporate temporal information of sensor transmissions. Another interesting extension is to incorporate the constraint of energy consumption of sensor nodes in our Petri net model to optimize the performance of WSNs.
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