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Abstract

A novel sonar array is presented that has applications in mobile robotics for localization and mapping of indoor environments. The ultrasonic sensor localizes and classifies multiple targets in two dimensions to ranges of up to 8 meters. By accounting for effects of temperature and humidity, the system is accurate to within a millimeter and 0.1 degrees in still air. Targets separated by 10 mm in range can be discriminated. The error covariance matrix for these measurements is derived to allow fusion with other sensors. Targets are statistically classified into four reflector types: planes, corners, edges and unknown.

The paper establishes that two transmitters and two receivers are necessary and sufficient to distinguish planes, corners and edges. A sensor array is presented with this minimum number of transmitters and receivers. A novel design approach is that the receivers are closely spaced so as to minimize the correspondence problem of associating different receiver echoes from multiple targets.

A linear filter model for pulse transmission, reception, air absorption and dispersion is used to generate a set of templates for the echo as a function of range and bearing angle. The optimal echo arrival time is estimated from the maximum cross-correlation of the echo with the templates. The use of templates also allows overlapping echoes and disturbances to be rejected. Noise characteristics are modeled for use in the maximum likelihood estimates of target range and bearing. Experimental results are presented to verify assumptions and characterize the sensor.
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1. Introduction

Ultrasonic sensors provide a cheap and reliable means for robot localization and environmental sensing when the physical principles and limitations of their operation are well understood. This paper presents models and approaches that allow sensors composed of multiple transmitters and receivers to be exploited in a systematic, robust and accurate manner. A sensor design is presented that approaches the fundamental physical limitations of sonar in terms of accuracy and discrimination. The performance is limited only by the physical properties of air, the reflectors and noise.

The objective of our research is to investigate the optimal deployment of ultrasonic transducers and the associated signal processing for indoor robotics applications. We concentrate on environments composed of specular surfaces, such as smooth walls, bookcases, desks and chairs, that reflect acoustic energy analogous to a mirror reflecting light. Rough surfaces can be treated with other techniques (Bozma and Kuc 1991). The applications of primary interest are robot localization from sensing known environmental features, such as wall and corner positions (Leonard and Durrant-Whyte 1991, Nagashima and Yuta 1992, Manyika and Durrant-Whyte 1993), and conversely, mapping of unknown environments for later use for localization and navigation (Bozma and Kuc 1991a, Iijima and Yuta 1992, Bozma and Kuc 1991, Elfes 1987, Crowley 1985, Moravec and Elfes 1985). Obstacle avoidance (Kuc 1990, Borenstein and Koren 1988) is another application of the sensor.

A classification standard for indoor target types emerging is that of planes, corners and edges (Bozma and Kuc 1991a, Barshan and Kuc 1990, Peremans et al 1993, Sabatini 1992, Leonard and Durrant-Whyte 1991, Mc Kerrow 1993). The sensor approach presented here is novel in the sense that it classifies all three target types with the one stationary sensor, simultaneously in some cases, with high accuracy and discrimination. Our approach has higher speed and accuracy, particularly in bearing, compared to single transducer systems that rely on multiple displaced readings and wheel odometry for target classification (Bozma and Kuc 1991, Mc Kerrow 1993, Leonard and Durrant-Whyte 1991). Sonar sensors have been reported previously that can classify two of the three target types -- Barshan and Kuc (1990) discriminate planes and corners based on pulse amplitude measurements; and Peremans et al (1993) uses time of flight (TOF) to classify planes and edges and employs sensor movement to distinguish corners and planes. Three dimensional sonar target classification based on pulse amplitude measurements is proposed in (Hong and Kleeman 1992), where statistical tests are derived for classifying planes and concave corners of two and three intersecting orthogonal planes. Other sonar array sensors that report range and bearing to targets have been reported (Munro et al 1989, Yang et al 1992, Suoranta 1992, Manyika and Durrant-Whyte 1993) and proposed (Sabatini 1992).

This paper is organized as follows: Section 2 establishes that a minimum of two transmitters and two receivers are required to classify planes, corners and edges without sensor movement. The physical separation of the receivers is considered in Section 3 in relation to the important problem of establishing correspondence between multiple echoes on two receivers. A solution is proposed that does not require additional transducers over the minimum for classification of planes, corners and edges. In Section 4 we consider the design of a sensor module called a vector sensor.
that can measure both range and bearing to an ultrasonic target. In Section 5, the vector sensor module is included as a component of a minimal transducer arrangement for classifying planes, corners and edges. The interaction of the sensor to the three target types is derived and used to establish a statistical test for classifying targets. In Section 6 pulse shape is modeled as a function of range, transmitter and receiver angles, and air characteristics. These results allow the optimal estimation of distance of flight (DOF) as described in Section 7 where error models are developed based on experiments. Strategies for handling overlapping echoes and noise disturbances are discussed in Section 8 and experimental results are presented in Section 9 to verify the performance of the sensor. Conclusions and future extensions are given in the final section of the paper.

Throughout the paper, the terms transducer, transmitter and receiver refer to individual ultrasonic devices, while sensor refers to a combination of transducers and intelligence required to actively sense the environment.

2. Minimum Sensor Requirements

In this section, the minimum requirements of an array of transducers are established in order to identify commonly occurring primitive reflector types in an indoor environment. The reflector types agreed upon in the literature (Barshan and Kuc 1990, Peremans et al 1993, Sabatini 1992, Leonard and Durrant-Whyte 1991, McKerrow 1993) and considered in this paper are planes, corners and edges. A plane reflector is assumed to be smooth and reflect ultrasound specularly. The corner is assumed to be a concave right angle intersection of two planes. An edge represents physical objects such as convex corners and high curvature surfaces, where the point of reflection is approximately independent of the transmitter and receiver positions. These reflector types are considered in two dimensions in this paper. For a mobile robot, vertical planes, corners and edges are of interest. Since the robot is assumed to move in a horizontal plane, the vertical coordinates of environmental features do not provide essential information for localization and map building for localization. The work presented here can be extended to three dimensional targets, if required, by including a second sensor that is rotated by 90°.

Although transmitters and receivers are considered separately, they may be combined into one physical transducer. We use the construct of virtual images borrowed from an optical context. The virtual image of a transducer in a plane is obtained by reflecting the true position of the transducer about the plane. The virtual image of a transducer in a corner is obtained by reflecting about one plane and then the other which results in a reflection about the line of intersection of the planes.

First, we establish that one transmitter and any number of receivers are insufficient to distinguish corners from planes in any orientation. Any receiver in a transducer array will see the virtual image of the transmitter sensor reflected in the plane or corner. The sensing problem is entirely equivalent to replacing the reflector and transmitter by a transmitter placed at the position of the virtual image transmitter. No matter how many receivers are present, the corner and plane are indistinguishable in terms of distance of flight when only one transmitter is employed, as illustrated in Figure 1(a). Note however that the virtual image orientation of the transmitter is reversed between the plane and the corner. With this orientation of plane, it is conceivable to distinguish planes from corners using the amplitude of the received
pulse, since the amplitude is a function of the absolute value of angles of transmission and reception (Barshan and Kuc 1990). However, the two virtual images are identical in orientation when the plane is aligned with the transmitter as shown in Figure 1(b). Therefore in general, planes and corners are not distinguishable with just one transmitter.

![Figure 1](image1.jpg)

**Figure 1** Indistinguishability of planes and corners using DOF. (a) Plane not aligned with Transmitter (T) - virtual images observed at Receiver (R) are indistinguishable with DOF but distinguishable with amplitude of echo pulse. (b) Plane aligned with Transmitter - virtual images indistinguishable between plane and corner.

Can any number of transmitters and one receiver distinguish planes from corners? The construction in Figure 2 shows the virtual image, $R_{plane}$, of a receiver in an arbitrarily positioned plane. If the vertex of a corner is positioned at the intersection between the line joining the receiver to its image and the plane, then the receiver sees the same DOF for both transmitters. Moreover, for planes aligned with the receiver, the virtual images in the plane and corner coincide exactly in orientation. This case renders the corner and the plane indistinguishable, even with pulse amplitude measurements. Therefore, for the general case of any orientation, at least two transmitters and two receivers are required for differentiation of planes and corners.

![Figure 2](image2.jpg)

**Figure 2** - Virtual images of a receiver in a plane and corner for n transmitters.
As will be seen below, the configuration of two transmitters and two receivers is sufficient to discriminate planes, corners and edges, and hence the important result follows:

**Two transmitters and two receivers are necessary and sufficient for discriminating planes, corners and edges in two dimensions.**

Designs of sensors have been published (Peremans et al 1993, Sabatini 1992) with one transmitter and three receivers, that can discriminate planes from edges and corners from edges, but require movement of the sensor to discriminate planes from corners. The sensor movement is equivalent to placing another transmitter at the new location. The use of three receivers provides redundancy that can be exploited in an attempt to solve the correspondence problem, described in the next section.

### 3. The Correspondence Problem and Receiver Separation

In an ideal environment containing only one reflector, each echo is directly attributed to the reflector. In practice many reflectors are present and multiple echoes are observed on each receiver channel. The correspondence problem is how to associate echoes on different receivers with each other and ultimately to physical reflectors. The more general association problem of mapping multiple observations to multiple physical sources occurs in many areas of robotics and computer vision.

When an incorrect association is made between incoming echoes on different receivers, gross errors can occur. For example a reflector's bearing can be incorrectly reported by a large margin, producing phantom targets unrelated to physical objects. The effect on robot navigation and mapping depends on the robustness of higher level interpretation of sensor readings.

Four equally spaced receivers R1, R2, R3 and R4 are shown in Figure 3. An echo is received on R1 and we wish to find the corresponding echoes on R2, R3 and R4 for the same wave front. For a given angular beam width of the receivers, the extremes of arrival directions are represented by the dashed and dotted wave fronts in Figure 3. These arrival directions define the search time intervals on receiver channels R2, R3 and R4 about the arrival time of the echo on R1. The ends of the search time intervals are shown with dotted and dashed pulse outlines. Note that the search interval spreads in proportion to the separation between R1 and the other receiver, and thus increasing the chance of incorrect associations. For widely-spaced receivers, occlusion problems can result in the absence of an echo on the other receiver and no association is then possible.
Consider the transmitter and receiver, T/R1, and receiver, R2, spaced $d$ apart as in Figure 4. Initially, suppose for the sake of simplicity that transmitters and receivers can span the full $180^\circ$ beam width. For an echo TOF on receiver R2 of $t_0$ and speed of sound of $c$, an echo on R1 in the TOF interval $[t_0-d/c, t_0+d/c]$ is possible for a reflector in front of the transmitter (the extreme reflector positions lie above and below R1 on the line through R1 and R2). This range of TOFs then needs to be searched for a corresponding echo on receiver R1. Any other reflector that lies in between the circles defined by TOFs of $t_0-d/c$ and $t_0+d/c$ can generate an additional echo that causes a correspondence problem. The area of this region of ambiguity is $\pi ct_0d$ and is a measure of sensor susceptibility to correspondence errors. In the more general case of a beam width of $2\alpha$ and with $ct_0>>d$ we need to search arrival times on R1 in the range $[t_0-d\sin\alpha/c, t_0+d\sin\alpha/c]$ and the area of the region of ambiguity is approximately $\alpha ct_0d\sin\alpha$. Reflectors must therefore be separated in range by at least $\frac{\pi}{2}\sin\alpha$ to avoid correspondence problems. The sensor presented later in this paper has $d=35\text{mm}$ and $\alpha=30$, requiring a reflector range separation of approximately 9 mm.

The approach taken in this paper is to attempt to minimize correspondence errors at the earliest possible stage in processing - at the sensor level. This is achieved by reducing the minimum reflector separation or the area of the region of ambiguity by reducing the receiver separation, $d$. 

---

**Figure 3 - Illustration of the association problem with varying receiver spacing.**
Figure 4 - Region of ambiguity - reflectors in this region cause a correspondence problem.

A possible disadvantage of small receiver separation is that less accurate bearing information may be extracted from arrival times in the presence of noise. With the sensor design described later in the paper, high accuracy in bearing angle has been achieved despite the receivers being spaced as close as the transducers physically allow.

Due to our closely-spaced receivers, correspondence problems are rare and are handled by simply discarding the measurements that have a correspondence ambiguity. Other approaches are to use information such as echo power and shape to resolve ambiguity. Redundant receivers can be employed also, such as in three receiver systems (Peremans et al 1993). However, the presence of noise in the received signals or certain geometric arrangements may still cause unreliable correspondences.

4. Vector Sensor

In this section we show how two receivers can be combined to form a vector sensor which measures bearing to a target in addition to the range available from one receiver. The vector sensor will be used later as a useful building block in a sensor. Just one transducer and the echo pulse amplitude can be employed to extract the absolute value of the angle of arrival as described in (Barshan and Kuc 1990, Hong and Kleeman 1992, Sabatini 1992). However, we require the sign of the arrival angle for a complete sensor system. Moreover, the use of amplitude measurements as a means of bearing estimation is avoided in this paper due the requirement to detect edges and cylinders whose reflected echo amplitude depends on the geometric properties of the target, such as surface curvature.

In a two dimensional plane, the angle of reception of an echo can be found from the arrival times of two receivers. For plane wave fronts as shown in Figure 5, the angle to the normal of the receivers, $\theta$, is given by
\[ \theta = \sin^{-1} \left( \frac{t_{\text{diff}}}{d} \right) \]  

(1)

where \( t_{\text{diff}} \) is the difference in arrival times, \( c \) is speed of sound and \( d \) is the receiver separation.

**Figure 5 - Plane wave arrival at two receivers.**

In practice, a plane wave front is an approximation for a spherical wave front emerging from a point source. The point source may be attributed to a reflector with high curvature such as an edge or cylinder and consequently acts as a point source at the range of the reflector. Alternatively, the point source can arise due to the virtual image of a transmitter reflected in a plane or corner and acts as a point source with twice the range as the reflector. Both these cases are modeled as the point source \( P \) in Figure 6, where \( r_1 \) and \( r_2 \) are the distances from \( P \) to the receivers \( R1 \) and \( R2 \). For planes and corners \( r_1 \) and \( r_2 \) are directly available from the DOFs from the transmitter to receivers. In the case of an edge reflector, \( r_1 \) is half the DOF for a transmitter at the same position\(^4\) as \( R1 \) and \( r_1 - r_2 \) is the difference in DOFs.

**Figure 6 - Point source geometry for two receivers.**

\(^4\) With an edge reflector and a transmitter at different position to \( R1 \), \( r_1 \) and \( r_2 \) can be still expressed as function of DOFs and the transmitter position.
From the cosine rule on triangle APB:

\[ r_2^2 = d^2 + r_1^2 - 2dr_1 \cos(90 - \theta) \]  

(2)

and hence

\[ \theta = \sin^{-1}\left( \frac{d^2 + r_1^2 - r_2^2}{2dr_1} \right) \]  

(3)

A three dimensional vector sensor can be constructed by extending the two dimensional structure as shown in Figure 7.

**Figure 7 - Three dimensional vector sensor configuration.**

### 4.1. Bearing Estimate Errors

In this section we relate the standard deviation of the difference in DOF of two receivers to the bearing estimate error. This result is useful for providing bearing error estimates from experimental data. The bearing estimate of the vector sensor is based on equation (3). The angle \( \theta \) can be rewritten as a function of \( r_j \) and the difference in DOF \( \Delta r = r_1 - r_2 \). The partial differentiations of equation (3) with respect to each variable gives

\[ \frac{\partial \theta}{\partial \Delta r} = \frac{r_j - \Delta r}{r_1 d \cos \theta} \]  

(4)

and

\[ \frac{\partial \theta}{\partial r_j} = \frac{\Delta r^2 - d^2}{2r_j^2 d \cos \theta} \]  

(5)

We can now determine the standard deviation of our bearing estimate, \( \sigma_\theta \)

\[ \sigma_\theta = \frac{\partial \theta}{\partial \Delta r} \sigma_{\Delta r} + \frac{\partial \theta}{\partial r_j} \sigma_{r_j} \]  

\[ = \frac{r_j - \Delta r}{r_1 d \cos \theta} \sigma_{\Delta r} + \frac{\Delta r^2 - d^2}{2r_j^2 d \cos \theta} \sigma_{r_j} \]  

(6)

For targets in the transducer beam width \( \Delta r < d < 2r_j \), equation (6) can be approximated by
\[ \sigma_\theta \approx \frac{1}{d \cos \theta} \sigma_\Delta - \frac{d}{2 r^2 \cos \theta} \sigma_r. \] (7)

The second term in equation (7) is much smaller than the first and can be ignored in practice. For small bearing angles we have the approximation

\[ \sigma_\theta \approx \frac{\sigma_\Delta}{d}. \] (8)

5. Application of Vector Sensor to Plane/Corner/Edge Identification

The sensor arrangement employed in experiments reported in this paper is shown in Figure 8. There are two receivers and two transmitters which is the minimum required to identify planes, corners and edges. The two receivers are closely spaced to minimize any correspondence ambiguity and also to form a vector sensor as described in the previous section. The transmitters are spaced sufficiently to perform reflector classification at the furthest range conceived for the sensor of 5 to 7 meters. The transducers are Polaroid 7000 series devices (Polaroid 1987).

The sensor arrangement has one less receiver than other published systems (Peremans et al 1993, Sabatini 1992). This is a significant saving due to the data capture and processing requirements of a receiver channel. The deployment of a second transmitter in the sensor is comparatively cheap in terms of hardware, but does incur an additional measurement delay since transmitters need to be fired alternately. The sensor is stationary for results reported this paper. At the expense of sensor accuracy, onboard robot odometry measurements can compensate for a moving sensor. A future smart sensor may be able to exploit the absence of reflectors at certain ranges to overlap transmission.

![Figure 8 - Sensor arrangement, T=transmitter R=receiver V=vector receiver.](image)

The sensor arrangement is interfaced to a 33 MHz 386 PC via a Biomation 8100 dual channel transient recorder with 8 bit conversion at a sample rate of 1 MHz as shown in Figure 9. The PC controls the firing of the transmitters and the triggering and control of the Biomation transient recorder. All processing and display of the received data are performed on the PC. The interface electronics consists of two simple receiver preamplifiers and two single transistor transmitter circuits. A 300V DC power supply provides the transducer biasing.
Figure 9 - Experimental Setup for Sensor.

The interaction of the sensor with each of the reflector types is derived in the Sections 5.1, 5.2 and 5.3. Statistical tests for classification into plane, corner, edge or unknown reflector type are derived from these geometrical relationships in Section 5.4.

5.1. Plane Geometry

Figure 10 shows the sensor encountering a plane reflector. Note that the two receivers and transmitter labeled as T/V act as a transmitter and vector receiver at the location of the transmitter when bearing is estimated using equation (3). This is possible due to the assumption of a plane reflector allowing the distance to be known to the point source that is the virtual image in this case.

Figure 10 - Sensor image in plane reflector.

From the geometry in Figure 10, the range, \( r_2 \), and bearing, \( \alpha_2 \), of the virtual image T2' are functions of the range, \( r_1 \), and bearing, \( \alpha_1 \), of the virtual image T1'.

\[
\begin{align*}
T1/V & \quad T2' \\
\alpha_2 & \quad b \cos \alpha_1 \\
r_2 & \quad b \\
T2 & \quad T1/V'
\end{align*}
\]
Consequently, we can write $r_{2plane}(r_1, \alpha_1)$ and $\alpha_{2plane}(r_1, \alpha_1)$. From triangle T1/V T2' A, the bearing difference between the two transmitters is

$$\beta_{plane} = \tan^{-1}\left(\frac{b \cos \alpha_1}{r_1 - b \sin \alpha_1}\right)$$  \hspace{1cm} (9)$$

and

$$\alpha_{2plane}(\alpha_1, r_1) = \alpha_1 + \beta_{plane}$$ \hspace{1cm} (10)$$

$$r_{2plane}(\alpha_1, r_1) = \sqrt{(r_1 - b \sin \alpha_1)^2 + (b \cos \alpha_1)^2} = \sqrt{r_1^2 - 2r_1 b \sin \alpha_1 + b^2}$$ \hspace{1cm} (11)$$

Note that the plane must be sufficiently wide to produce the two reflections. For $r_1 >> b$, the plane must be at least $(b \cos \alpha_1)/2$ wide.

5.2. Corner Geometry

The virtual image of the sensor in a corner is obtained by reflecting the sensor about one plane of the corner and then the other plane. This gives rise to a reflection through the point of intersection of the corner as shown in Figure 11. The situation is similar to the plane except that the angle between the transmitter images, $\beta$, is opposite in sign:

$$\beta_{corner} = -\tan^{-1}\left(\frac{b \cos \alpha_1}{r_1 - b \sin \alpha_1}\right)$$ \hspace{1cm} (12)$$

$$\alpha_{2corner}(\alpha_1, r_1) = \alpha_1 + \beta_{corner}$$ \hspace{1cm} (13)$$

$$r_{2corner}(\alpha_1, r_1) = \sqrt{r_1^2 - 2r_1 b \sin \alpha_1 + b^2}$$ \hspace{1cm} (14)$$

To be seen fully by the sensor, the corner must subtend an arc of approximately $\tan^{-1}(2b/r_1)$. 
5.3. Edge Geometry

An edge represents physical objects such as convex corners and high curvature surfaces, where the point of reflection is approximately independent of transmitter and receiver positions. Consequently, the reflection from an edge has equal bearings from each transmitter ($\alpha_{2\text{edge}}(r_1, \alpha_f) = \alpha_f$). The DOF $r_{2\text{edge}}$ is obtained from the cosine rule:

$$r_{2\text{edge}}(\alpha_1, r_1) = \frac{r_1}{2} + \frac{r_2 - r_1}{2} = \frac{r_1 + \sqrt{r_1^2 + 4b^2 - 4r_1b\sin\alpha_1}}{2}$$  \hspace{1cm} (15)
5.4. Geometric Hypothesis Testing

In this section we determine statistical tests for discriminating between planes, corners and edges. We assume that our reflectors are geometrically perfect in the sense that planes are perfectly flat and edges act as a point reflector. Imperfections in reflectors will be discussed in conjunction with experimental data in Section 9.

From the previous three sections, the differences between planes, corners and edges can be seen in terms of the sensor perception. To discriminate planes, corners and edges, the angle difference between bearings of the two transmitters can be used, since it is $\beta$ for a plane, $-\beta$ for a corner and 0 for an edge. The DOF information can be exploited to aid differentiation of edges from corners and planes. For example in Figure 13 the bearing and DOF are shown for the three reflector types at a range of 0.5 meters. For small bearing angles and range much larger than $b$, $\beta \approx \frac{b}{r_1}$. Also for the DOF $r_2$ the difference between a corner or plane and an edge is approximately $\frac{b^2}{2r_1}$.

As ranges increase these margins decrease while standard deviations of errors in bearing and DOF increase, and a range limit for the sensor discrimination capability is reached at the range where the margins and errors are equal.

There are four measurements, denoted by the vector $m$, consisting of two pairs of DOF and bearing. The DOF and bearing errors are assumed to be zero mean jointly Gaussian random variables with a covariance matrix $R$. The Gaussian assumption and the covariance matrix $R$ are discussed in relation to experimental data in Section 7. Given a hypothesis of a reflector type, the maximum likelihood estimator (MLE) (Whalen 1971) for the range and bearing to the reflector type is derived below. Since no a priori probabilities of reflector types are known, we settle for using the conditional probabilities of the measurements given reflector hypotheses, $\text{prob}(m|\text{reflector})$, to discriminate among the reflector types.

As can be seen in Figure 13 the DOF and bearing of T2 as function of those of T1 are approximately straight lines. The linear model in the following equation holds for all three reflector types of plane, corner and edge for the approximation of $\frac{r_2}{r_1} \approx 1$, and $r_1 >> b$. We obtain the model by a first order Taylor expansion around the T1 measurements of DOF $mr_1$ and bearing $m\alpha_1$.

$$m = Hx + n$$

(16)

where

$$m = \begin{bmatrix} m_{r_1} \\ m_{\alpha_1} \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad H = \begin{bmatrix} \frac{\partial r_1}{\partial r_1} & -b \cos(m\alpha_1) & 1 \\ \frac{\partial \alpha_1}{\partial r_1} & 1 & 1 \\ \frac{\partial r_2}{\partial r_1} & -b \cos(m\alpha_1) & 1 \\ \frac{\partial \alpha_2}{\partial r_1} & 1 & 1 \end{bmatrix}, \quad n = \begin{bmatrix} m_{r_2} - r_2(mr_1, m\alpha_1) \\ m_{\alpha_2} - \alpha_2(mr_1, m\alpha_1) \end{bmatrix}.$$
and $\mathbf{n}$ is zero mean Gaussian noise with covariance matrix $\mathbf{R}$. From (Whalen 1971 p376), the MLE for $\mathbf{x}$, denoted $\hat{\mathbf{x}}$ is given by

$$
\hat{\mathbf{x}} = (\mathbf{H}^T \mathbf{R}^{-1} \mathbf{H})^{-1} \mathbf{H}^T \mathbf{R}^{-1} \mathbf{m}
$$

(17)

and is unbiased with covariance matrix $\mathbf{H}^T \mathbf{R}^{-1} \mathbf{H}$. That is, we can determine the accuracy of the position estimate of the reflector and could use this in a Kalman filter for map building or localization similar to (Leonard and Durrant-Whyte 1991).

![Figure 13 - Received angle and DOF for transmitter 2 for $r_f=1$ meter.](image)

We can evaluate the confidence associated with each target type hypothesis by examining the noise residual of our MLE for each reflector. The weighted sum of square errors,

$$
S = (\mathbf{H} \hat{\mathbf{x}} - \mathbf{m})^T \mathbf{R}^{-1} (\mathbf{H} \hat{\mathbf{x}} - \mathbf{m})
$$

(18)

has a chi-square distribution with four degrees of freedom (Papoulis 1984). A 95% confidence corresponds to $S \leq 0.71$ and 80% to $S \leq 1.65$. If none or more than one reflector type has an acceptable confidence level then the target is classified as unknown. This situation arises when the errors in the bearing and range are too large to effectively discriminate reflector types. The sensor will then report lack of discrimination - an important feature.

It is also possible (but unlikely) that a range/bearing measurement may match, to an acceptable confidence level, more than one other range/bearing measurements derived from the other transmitter. We adopt the "fail safe" approach and classify all the ambiguous range/bearing measurements as unknown. This approach effectively avoids the correspondence problem of associating range/bearing measurements on different transmitters. More sophisticated approaches are left for future research.

6. Modeling Pulse Shape

Estimating bearing and range to reflectors depends on an accurate TOF estimate. The maximum likelihood estimate of TOF of an echo pulse with additive Gaussian white noise is obtained by finding the maximum of the correlation function of the received pulse with the known pulse shape (Woodward 1964). Knowing the
pulse shape in the absence of noise is important for determining TOF and also for identifying overlapping echoes and disturbances as discussed in Section 8. Modeling pulse shape is therefore considered important for robustness and performance of the sensor design. Note that the pulse amplitude is also modeled in this section but is not employed in the arrival time determination.

\[ \text{rec}(t, \theta_T, r_T, \theta_R, r_R) = s(t - \frac{r}{c}) \ast h_{\text{trans}}(t, \theta_T) \ast \frac{1}{\rho} h_{\text{air}}(t, r) \ast h_{\text{refl}}(t) \ast h_{\text{rec}}(t, \theta_R) \]  \hspace{1cm} (19)

where * is the convolution operator and the h's are impulse responses due to the transmitter at angle \( \theta_T \) to axis, air absorption and dispersion, the reflector, and the receiver at angle \( \theta_R \) to normal incidence. The distance \( r \) is defined as the total DOF \( r_T + r_R \), where \( r_T \) is from the transmitter to the reflector and \( r_R \) from the reflector to the receiver. For plane and corner reflectors, \( \rho \) is defined to be the sum \( r_T + r_R \), since a spherical wave front can be modeled as coming from a virtual transmitter at range \( r_T + r_R \). For edge reflectors, \( \rho \) is defined as the product \( r_T r_R \), since energy is effectively re-radiated from the point source located at the edge. The proportion of energy re-radiated from the edge is dependent on the area profile presented to the incoming wave front (Sasaki and Takano 1992) and is not considered further in this paper.

Since air is assumed to be a linear medium, the following property holds

\[ h_{\text{air}}(t, r_1 + r_2) = h_{\text{air}}(t, r_1) \ast h_{\text{air}}(t, r_2) \]  \hspace{1cm} (20)

The transducers are much further from the reflector compared to their size, and therefore the impulse responses due to the transmitter and receiver can be further refined as (Kuc and Siegel 1987):
\begin{align}
    h_{\text{trans}}(t, \theta_T) &= h_0(t, \theta_T) * h_T(t) \\
    h_{\text{rec}}(t, \theta_R) &= h_0(t, \theta_R) * h_R(t)
\end{align}

(21)

where \( h_T \) and \( h_R \) are the impulse responses of the transmitter and receiver at normal angle of transmission and incidence. Note that the same impulse response, \( h_0 \), due to angular dependence applies to transmitter and receiver, due to reciprocity between transmitter and receiver. From equations (20) and (21), equation (19) can be rewritten as:

\[
\text{rec}(t, \theta_T, r_T, \theta_R, r_R) = \text{ref}(t - \frac{r}{c}) * h_0(t, \theta_T) * \frac{\rho_{\text{ref}}}{\rho} h_{\text{air}}(t, r - r_{\text{ref}}) * h_0(t, \theta_R)
\]

(22)

where

\[
\text{ref}(t) = s(t) * h_T(t) * \frac{1}{\rho_{\text{ref}}} h_{\text{air}}(t, r_{\text{ref}}) * h_{\text{ref}}(t) * h_g(t)
\]

(23)

is obtained by storing a reference echo pulse from a plane\(^5\) aligned to the transmitter and receiver at a range \( r_{\text{ref}}/2 \). A typical value of \( r_{\text{ref}}/2 \) is 1 meter. For separate transmitter and receiver, \( \text{ref}(t) \) can be obtained from a corner positioned as in Figure 15. The remaining functions, \( h_0 \) and \( h_{\text{air}} \), are determined from the transducer diameter and calibration respectively as described in Sections 6.2 and 6.3 below. A matrix of templates of received pulse shapes can be generated off-line for discrete angles and ranges. The appropriate range can be selected from an approximate estimate of the arrival time, and the angles chosen from the best correlation match as described in Section 7.

\begin{figure}[h]
    \centering
    \includegraphics[width=0.2\textwidth]{figure15.png}
    \caption{Collecting a reference pulse with separate transmitter and receiver.}
    \end{figure}

6.1. Transmitted Pulse Shape

The pulse shape seen at the receiver is determined by equation (19). We have control over the excitation, \( s(t) \), and the selection of transducer in determining the pulse shape. There are many different approaches to choosing the excitation - gated square waves and chirps (Polaroid 1982, Sasaki and Takano 1992) and even Barker coding (Peremans\(\textit{et al} 1993\)). The main objectives are

(i) accurate TOF estimates,
(ii) fine discrimination of targets,
(iii) large range capability, and
(iv) simplicity.

\(^5\) A plane reflector was found in practice to adequately represent corners, cylinders and edges pointing towards the sensor in terms of echo pulse shape. Pulses from edges with one plane facing away from the sensor are inverted in amplitude (Sasaki and Takano 1992) and are not implemented in this paper.
Objectives (i) and (ii) suggest a wide bandwidth pulse, and (iii) a large energy content, while (ii) suggests a narrow pulse width or a coded sequence of narrow pulses (Peremans et al 1993). A narrow pulse with large amplitude is chosen for simplicity and wide bandwidth. A wide bandwidth pulse has a sharp auto correlation peak and low side peaks and allows a better estimate of TOF as described in Section 7.1.

The pulse is generated by approximating an impulse applied to the transmitter with a rectangular pulse of 10 µsec duration and 300V amplitude on a Polaroid 7000 transducer. The protective cover of the transducer is removed to eliminate reverberation, thereby producing shorter cleaner pulses. The echo pulse is AC coupled and amplified with two operational amplifiers. A typical pulse shape at 1 meter from a plane reflector is shown in Figure 16. The pulse duration is 50 µsec which corresponds to a range discrimination of 9 mm. A narrow pulse also results in a low computational burden in the correlation calculations employed in TOF estimation.

![Figure 16 - Received pulse shape from a plane reflector at 1 meter range.](image)

### 6.2. Angle Dependence

The angular impulse response $h_\theta$ can be obtained from the transducer shape. The received amplitude is proportion to the area exposed to the pressure impulse, and thus the response is the height profile as the impulse grazes past the surface at an angle $\alpha$ to the surface normal. For a circular transducer, the impulse response has the shape of the positive half of an ellipse with width equal to the propagation time across the face of the transducer, $t_w=D\sin(|\alpha|)/c$, where D is the transducer diameter (Kuc and Siegel 1987). That is

$$h_\theta(t, \alpha) = \frac{\cos \alpha}{D\sin |\alpha|} \sqrt{1 - \frac{2t}{t_w}} , \quad -\frac{t_w}{2} < t < \frac{t_w}{2}$$

otherwise

(24)

Echoes measured from a combined transmitter/receiver at angles $5^\circ$, $10^\circ$, $15^\circ$ and $20^\circ$ from normal to a plane are shown in Figure 17, where good agreement between experimental results and results generated from $h_\theta * ref * h_\theta$ can be seen. The latter echoes contain an enhanced relative level of noise due to their small amplitudes. Correlation values of 0.96 or higher are obtained between the experimental and predicted pulse shapes over the range $0^\circ$ to $20^\circ$. Moreover the best correlation match
was within 1° of the measured angle. This suggests using the pulse shape as a means of estimating the absolute value of the arrival angle of an echo. In practice, however little additional information is obtained from the pulse shape since the bearing estimate obtained from the arrival times of two receivers in the vector sensor is an order of magnitude more accurate.

Due to the wide bandwidth of the pulse, no nulls or side-lobes occur in the transducer angular beam pattern. This can be explained by observing that positions of nulls and peaks in narrow band pulses are a function of frequency and thus a wide bandwidth pulse adds a continuum of nulls and peaks at varying positions giving a net smooth beam pattern. The beam pattern obtained from the energy of the pulse $h^*_q \star ref \star h^*_q$ is plotted in Figure 18. The small ripples are due to discrete time sampling of the impulse response $h_q$.

![Figure 17 - Experimental and predicted echoes at 5°, 10°, 15°, 20° to transducer.](image1)

![Figure 18 - Beam pattern corresponding to the pulse shape.](image2)

6.3. Ultrasound Absorption and Dispersion in Air

The air propagation medium absorbs sound energy as a complicated function of temperature, humidity and frequency. Measured data (Weast and Astle 1978) of absorption losses of still air at 20° C are plotted in Figure 19. The same data
measurements report the speed of sound, \( c(f, h) \) against frequency, \( f \), and humidity, \( h \) at 20\(^\circ\)C. The phase delay per meter, \( \psi(f, h) \), can be calculated as follows:

\[
\psi(f, h) = \frac{2\pi f}{c(f, h)}
\]  

(25)

To within a linear phase delay, \( \psi(f, h) \) fits a minimum phase model for the absorption versus frequency. The minimum phase is derived from the attenuation using the discrete Hilbert transform (Kuc 1988) and is consistent with minimum phase properties of physical systems. The inverse discrete Fourier transform is used to generate the impulse response for air at 20\(^\circ\)C, denoted \( h_{air20}(t, r) \). An example is shown in Figure 20 for 50% humidity and 4 meter propagation distance.

**Figure 19** - Absorption loss (dB/m) as a function of frequency and humidity in still air at 20\(^\circ\)C - data derived from Weast and Astle (1978).

**Figure 20** - Impulse response of air at 50% humidity, 4 m travel and 20\(^\circ\)C.

The absorption loss of air is a function of temperature and the data at 20\(^\circ\)C is therefore not sufficient for estimating the impulse response. In practice it is only necessary to produce an impulse response function that fits the observed data well. Our approach is to use scaled versions of the 20\(^\circ\)C data to account for variations in temperature. The scale factor can be interpreted by observing that the absorption per
meter at the actual temperature and humidity can be approximated by an absorption at 20°C and possibly different humidity, \( h \), over a new distance of \( \text{scale} \) meters. In addition to our reference pulse, \( \text{ref} \), we collect another pulse, \( \text{ref2} \), from a plane at a range, \((r_{\text{ref}}+r_{\text{sep}})/2\). Given values of \( h \) and \( \text{scale} \), we can predict \( \text{ref2} \) with

\[
\text{predict}(t,h,\text{scale}) = \text{ref}(t) \ast h_{\text{air}20}(t,h,\text{scale},r_{\text{sep}})
\]

A squared error cost function is now defined

\[
\text{cost}(h,\text{scale}) = \min_{\tau} \sum_{t} \left( \text{ref2}(t) - \text{predict}(t-\tau,h,\text{scale}) \right)^2
\]

The minimum over \( \tau \) is necessary to ensure alignment between the two pulses. In practice the minimum is approximated using parabolic interpolation on the minimum three square errors spaced by the 1 µsec inter-sample time of the pulses. Without interpolation, troublesome local minima are introduced into the cost function.

The cost function is plotted in Figure 21 for a set of data collected under conditions of 60% humidity, 25°C and \( r_{\text{sep}} \) of 4 meters. The variable \( \text{dist} \) in Figure 21 is defined as 4 \( \text{scale} \) meters. The minimum occurs at 40% humidity and \( \text{dist}=5.4 \) m.

The simplex algorithm (Press 1990) is employed as a robust technique for finding the location of the global minimum of the cost function.

The experimental data, \( \text{ref2} \), at 3 meters range and the pulse, \( \text{predict} \), that minimizes the cost function, \( \text{cost} \), are plotted in Figure 22. The root mean squared error per sample is 1.8 mV which is comparable to the noise level in this experimental data. The reference pulse shape at 1 meter can be seen in Figure 16 and is quite different to that of Figure 22.

In order to test the model, predicted and experimental data are compared at ranges different to the 1 and 3 meters used for calibration. These are shown in Figure 23 at 2 meters and 5 meters range. The estimated impulse response of air thus performs well for both interpolation and extrapolation.

![Figure 21 - Square error cost function for estimating \( h_{\text{air}} \).](image)
Figure 22 - Experimental and best match predicted data for absorption modeling (3 meter range).

Figure 23 - Predicted and measured pulses at 2 and 5 m ranges.

7. Distance of Flight Estimation

In the previous section we showed that in the absence of noise, the echo pulse shape can be predicted with a linear model. In this section we consider the problem of estimating the DOF of the echo in the presence of noise. From a calibrated value of the speed of sound, the DOF can be obtained from an estimate of the TOF, which will be shown to depend on our predicted echo pulse shape.

The receiver noise is approximated by white Gaussian band-limited noise. The background receiver noise was measured by not sending a pulse and analyzing the received signal. The spectrum and distribution of the noise measured at a receiver is shown in Figure 24. The skew (normalized third moment) and Kurtosis (normalized fourth moment) (Larsen and Marx 1985) of the noise distribution are 0.26 and 3.46 and are 0 and 3 for a Gaussian distribution respectively. When the receiver bias voltage was removed, little change in the noise level occurred, suggesting that the noise is dominated by amplifier noise. The gain of the amplifier was designed to roll off at around 500 kHz and this will be assumed to be the bandwidth of the noise. With the sample rate at twice the noise bandwidth, the noise samples can then be assumed to be uncorrelated with each other (Woodward 1964). Moreover the power
spectral density of the noise, $N_0$, defined as the mean noise power per unit bandwidth can then be shown to be

$$N_0 = \frac{\sigma_n^2}{W} = 2T_s\sigma_n^2$$  \hspace{1cm} (28)

where $W$ is the noise bandwidth and is half the receiver sampling frequency, $\sigma_n^2$ is the variance of a noise sample, and $T_s$ is the sampling period.

![Noise Spectrum](image)

**Figure 24 - Receiver noise spectrum and histogram from 512 samples on R2.**

From the theory of radar (Woodward 1964), the maximum likelihood estimator for the arrival time of a pulse with additive white Gaussian noise is the time $t$ that maximizes the cross correlation, $\text{Cor}(\tau, \theta_T, \theta_R)$, between the received pulse with noise, $p(t)$, and the actual pulse shape, $\text{rec}(t, \theta_T, r_T, \theta_R, r_R)$:

$$\text{Cor}(\tau, \theta_T, \theta_R) = \frac{\int_a^b \text{rec}(t - \tau, \theta_T, r_T, \theta_R, r_R)dt}{\sqrt{\int_a^b \text{rec}(t, \theta_T, r_T, \theta_R, r_R)dt \int_a^b \text{rec}^*(t, \theta_T, r_T, \theta_R, r_R)dt}}$$  \hspace{1cm} (29)

Note that the correlation, $\text{Cor}(\tau, \theta_T, \theta_R)$, has been normalized to be between -1 and 1 and achieves 1 only when the echo pulse is exactly the same shape as the predicted pulse. The correlation also gives a measure of the degree of similarity between the two pulse shapes. The limits of integration, $a$ and $b$ are selected to cover the pulse duration. The parameters $r_R$ and $r_T$ can be adequately estimated from the approximate location of the pulse and so are not included as parameters in $\text{Cor}(\tau, \theta_T, \theta_R)$. The angles to the normals of the transducers, $\theta_R$ and $\theta_T$ need not be known at this stage, rather the best match of a set of templates generated from a set of angles is used. For ranges of the reflector much larger than the transmitter separation, it is sufficient to use templates $\text{rec}(t, \theta_T, r_T, \theta_R, r_R)$ with $\theta_R$ and $\theta_T$ equal, as in Figure 25. This limits the template search time with little effect on accuracy. Moreover the templates are normalized to unity energy so that the second integration in the denominator of equation (29) is not required.
Figure 25 - Measured correlation against $\theta_R = \theta_T$ for a plane at $10^\circ$ inclination to transmitter and receiver.

In practice, discrete time versions of the signals are only available and so $Cor(\tau, \theta_T, \theta_R)$ is evaluated at discrete times (1 µsec apart in our sensor) with summations rather than the integrals. To achieve sub-sample resolution, parabolic interpolation is performed on the maximum three samples of $Cor(\tau, \theta_T, \theta_R)$ to find a better estimate of the position of the maximum. If the three maxima $y_0$, $y_1$, and $y_2$ occur at integer sample numbers 0, 1 and 2, the parabolic estimate of the position of the maximum is

$$\text{maxpos} = \frac{y_2 - 4y_1 + 3y_0}{2(y_2 - 2y_1 + y_0)} \quad (30)$$

7.1. Distance of Flight Jitter

The estimate of DOF described above inevitably has errors due to receiver noise and actual physical variations in the TOF due to random properties of air, such as turbulence, local temperature fluctuations and gradients. These DOF estimate errors, called jitter here, need to be characterized so that the level of confidence of measurements and reflector discrimination can be determined.

We start by examining the jitter attributed to receiver noise. From Woodward (1964), when the energy of a pulse, $E$, is much larger than the noise power spectral density, $N_0$, the standard deviation of the correlation estimate of arrival time, $\sigma_{R_e}$, is

$$\sigma_{R_e} = \frac{1}{B} \sqrt{\frac{N_0}{2E}} \quad (31)$$

where $B$ is the bandwidth of the pulse defined by the normalized second moment of the pulse power spectrum:

$$B = 2\pi \sqrt{\int \frac{(f - f_0)^2}{df}} \quad (32)$$
where $F$ is the Fourier transform of the pulse, $f$ is frequency and $f_0$ is the centroid of the power spectrum defined by:

$$f_0 = \frac{\int f F(f) df}{\int F(f) df}$$

(33)

For a typical reference echo pulse, $f_0$ is 65 kHz and $B/2\pi$ is 21 kHz. Equation (31) and (28) combine to give

$$\sigma_R = \frac{\sigma_n}{B \sqrt{\sum_k rec(kT_c)^2}}$$

(34)

where the integer sample number $k$ sums over the pulse duration. The noise standard deviation on R1 is 0.96 mV and on R2 is 0.55 mV and can be assumed to be uncorrelated with a measured correlation coefficient of 0.02. From equation (34) and measured pulses at a range of 3 meters from an aligned plane (plane and sensor normals aligned), the results in the Table I are obtained for the standard deviations of the DOF due to amplifier noise.

<table>
<thead>
<tr>
<th>TABLE I Estimated DOF errors due to amplifier noise.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stdev (mm)</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>Receiver 1</td>
</tr>
<tr>
<td>Receiver 2</td>
</tr>
</tbody>
</table>

We now examine measured DOF data for an aligned plane at 3 meters range. Figure 26 shows the data plotted in time sequence. The standard deviation of the DOF data is 0.4 mm and has been found to depend on air flow conditions in the laboratory - the results here were collected with computer fans and air conditioning vents operating as might be the case in a typical office environment. From the results in Table I, it is clear that the jitter is not dominated by thermal noise in the amplifier. The jitter in the triggering of the data capture system has a standard deviation of less than 0.5 µsec or 0.17 mm from measurements and manufacturers specifications. Therefore most of the DOF jitter is attributed to variations in the TOF of the pulses through air.

The transmitters fire at approximately one second intervals in Figure 26 and there is a noticeable jitter correlation between receivers and also between receivers with different transmitters. The correlation between the jitter on two receivers listening to the same pulse is 0.997. The standard deviation of the difference between estimates of DOF on the two receivers for the same pulse is 0.040 mm. Table I implies the contribution due to amplifier noise is $0.023^2 + 0.013^2 = 0.027$ mm or about half.

The distribution of the jitter with 350 samples appears to be Gaussian as shown in Figure 27 and has a skew of -0.03 and Kurtosis of 2.82. The distribution of the difference of DOF for the two receivers with the same pulse, called jitter difference, also appears Gaussian with a skew of -0.14 and Kurtosis of 2.89. The correlation between the jitter difference and jitter is -0.1 to -0.2 for the combinations of receivers and transmitters. The correlation is 0.73 between jitter on DOF of a pulse.
from T1 and the successive pulse from T2 on the same receiver. The correlation between jitter differences on successive transmitters is 0.45. Therefore the covariance matrix $\mathbf{R}$ of Section 5.4 has significant off-diagonal elements. Correlation coefficients for experimental data at other DOFs are plotted in Figure 30. These are discussed in the next section.

The results above can be explained by local variations of the speed of sound slow enough to show correlation after times in the order of seconds. The spatial correlation of the speed of sound variations is high compared to the receiver spacing. This is necessary for high bearing accuracy with closely spaced receivers. These effects are most likely caused by the slow mixing of air of different temperatures, like a cold draft on a Winter's night. The increased fluctuation of DOF with increased air flow observed in the laboratory is consistent with this view. Other authors have reported similar results (Brown 1985 and Peremans 1993).

Figures 28 and 29 show the standard deviation of 400 samples of measured DOF and difference in DOF for a range of 0.5 m to 5 m of an aligned plane. The standard deviation at DOF less than 2 meters is mostly due to the data capture triggering component of 0.17 mm as discussed above. This data shows the effect of distance in the jitter of measurements and it can be seen that the jitter is somewhat spurious due to local air currents in the laboratory. The difference jitter in Figure 29 shows a more definite trend with distance. The difference jitter due to the amplifier noise is shown as the solid line and approaches the actual difference jitter as the range increases due to declining signal to noise ratio.

![Figure 26](image)

**Figure 26 -** Measured DOF against sample for an aligned plane at 3 meters range. The top two traces are from transmitter T1 with receivers R1 and R2, and the bottom two closely spaced traces are T2 with R1 and R2.
Figure 27 - Measured distribution of DOF and Gaussian distribution with same standard deviation.

Figure 28 - Standard deviation of measured DOF (400 samples each meter) and model for an aligned plane.
Figure 29 - Standard deviation of measured difference in DOF for an aligned plane (triangles from T1, squares from T2) and the estimate amplifier noise (line) from measured echo energy, bandwidth and a fitted noise spectral density. The dashed line is that used in the model.

Figure 30 - Significant correlation coefficients of measurements and model for an aligned plane.

7.2. A Model for Distance of Flight and Bearing Errors

A simple model is presented for the standard deviation of the DOF and bearing estimates of the sensor. The model is employed for the statistical discrimination of planes, corners and edges presented in Section 5.4. We consider three contributions. The first contribution, $n_{air}$, is due to fluctuations in the speed of sound, and the second, $n_{trig}$, is due to jitter in the data capture triggering. The third contribution, $n_{amp}$, is due to the amplifier noise and is estimated from known pulse and amplifier noise characteristics. The noise in the DOF from transmitter T (1 or 2) and receiver R (1 or 2) is denoted by $n_{dof_{TR}}$
\[ ndof_{TR} = nair_{TR} + ntrig_{TR} + namp_{TR} \quad (35) \]

and is described in terms of noise variables \( n \)'s which are each independent, zero mean, Gaussian, unity variance random variables:

\[ nair_{TR} = \sigma_{air} n_{air} + k_{alocal} n_{aT} + (-1)^{k-1} (k_{diff} n_{diff} + k_{difflocal} n_{diffT}) \]
\[ ntrig_{TR} = \sigma_{trig} n_{trig} + (-1)^{k-1} k_{trigdiff} n_{trigdiffT} \]
\[ namp_{TR} = \sigma_{ampTR} n_{ampTR} \quad (36) \]

where the \( k \)'s are fixed constants defined to have a sum of squares of 1 within each contribution so that \( nair \)'s and \( ntrig \)'s all have variances \( \sigma_{air}^2 \) and \( \sigma_{trig}^2 \). Each term in equation (36) has a physical explanation. The terms \( k_{a} n_{a} \) and \( k_{diff} n_{diff} \) are due to the jitter and jitter difference common to all four DOF measurements. The \( k_{alocal} n_{aT} \) and \( k_{difflocal} n_{diffT} \) terms account for correlation between receiver measurements taken at the same time. The \( k_{trig} n_{trigT} \) is the jitter in triggering the data capture system common to both receivers and \( k_{trigdiff} n_{trigdiffT} \) is the trigger jitter in the difference of the receivers. The \( \sigma_{ampTR} n_{ampTR} \) term is the independent contribution due to amplifier noise on each receiver/transmitter combination and \( \sigma_{ampTR} \) is obtained from \( c \sigma_{a} \) in equation (34) and is a function of the amplifier noise, pulse energy and bandwidth, all of which are known by the sensor software.

The jitter variance attributed to air, \( \sigma_{air} \), is assumed to be proportional to the DOF, \( dof \)

\[ \sigma_{air}^2 = \sigma_{s}^2 dof \quad (37) \]

This makes the reasonable assumption that the air path is composed of many independent jitter elements whose net sum is the overall contribution.

From equation (36) we can evaluate the variances of the DOF

\[ \sigma_{ndof}^2 = \sigma_{air}^2 + \sigma_{trig}^2 + \sigma_{ampT1}^2 \quad (38) \]

From equation (8), the bearing noise, \( n_{aT} \) and its noise variance, \( \sigma_{ma}^2 \), from transmitter \( T \) is given by

\[ n_{aT} = \frac{2\sigma_{air} n_{diff} + k_{difflocal} n_{diffT}}{d} + \frac{2\sigma_{trig} k_{trigdiff} n_{trigdiffT} + \sigma_{ampT1} n_{ampT1} - \sigma_{ampT2} n_{ampT2}}{d^2} \]
\[ \sigma_{ma}^2 = \frac{4\sigma_{air}^2 (k_{diff}^2 + k_{difflocal}^2) + 4\sigma_{trig}^2 k_{trigdiff}^2 + \sigma_{ampT1}^2 + \sigma_{ampT2}^2}{d^2} \quad (39) \]

The covariance matrix \( R \) of the measurement noise vector \( [ndof_{11} n_{aT} ndof_{21} n_{aT}]^T \) is given by
Each of these components is a simple function of $\sigma$'s, $k$'s and $d$:

\[
\begin{align*}
\sigma_{n_0, n_1} &= \frac{2\sigma_{\text{air}}^2 (k_{\text{diff}}^2 + k_{\text{diff,local}}^2) + 2\sigma_{\text{trig}}^2 k_{\text{tridiff}}^2 + \sigma_{\text{amp}}^2}{d} \\
\sigma_{n_0, n_0} &= \frac{2\sigma_{\text{air}}^2 k_{\text{diff}}^2}{d} \\
\sigma_{n_1, n_0} &= \frac{2\sigma_{\text{trig}}^2 k_{\text{tridiff}}^2 + \sigma_{\text{amp}}^2}{d}
\end{align*}
\]

The above model has been fitted, using a spreadsheet with trial and error, to the experimental data in Figures 28, 29, and 30, and reasonable agreement has been obtained. The following values have been employed:

\[
\begin{align*}
\sigma_a &= 0.0001 m^{0.5}, \quad k_a = 0.83, \quad k_{\text{local}} = 0.55, \quad k_{\text{diff}} = 0.044 \\
k_{\text{diff,local}} &= 0.01, \quad \sigma_{\text{trig}} = 0.00017 m, \quad k_{\text{trig,diff}} = 0.04, \quad k_{\text{trig}} = 0.9992
\end{align*}
\]

The values of half of the constants are approximately independent of air conditions experienced in the laboratory. Over four experiments under varying air conditions, the following constants varied significantly:

\[
\begin{align*}
\sigma_a &= 0.00008 - 0.0003 m^{0.5}, \quad k_a = 0.83 - 0.93, \\
k_{\text{local}} &= 0.35 - 0.55, \quad k_{\text{diff}} = 0.023 - 0.049
\end{align*}
\]

A calibration procedure may be necessary in practice if high precision error estimates are required by an application.

The experimental results for an aligned plane have been presented to show the jitter effects due to the air propagation medium. More generally, the covariance matrix for off-axis planes and other reflectors share the same air propagation and data capture jitter characteristics but have different components due to amplifier noise, since the bandwidth and energy of the pulses are dependent on the angle of transmission and reception and reflector efficiency. Since the bandwidth and energy are easily predicted from our linear model, we can estimate our covariance matrix $R$ for all received pulses. The bandwidth versus range and angle is plotted in Figure 31. Note that as bandwidth decreases, the amplifier noise contribution to the jitter increases and the overall error becomes less correlated as a result.
8. Rejecting Overlapping Echoes and Disturbances with Templates

In cluttered environments there is the possibility that echoes from different reflectors may overlap at a receiver. This can result in errors in arrival time estimation. In Figure 32, the estimated arrival time of an echo pulse is considered when an identical but delayed pulse is added. The error is defined as the difference between the actual arrival time of the first pulse and the estimate of arrival time based on the maximum correlation, defined in equation (29), of the overlapping pulses with the original pulse. A reference pulse at 1 meter range from an aligned plane is employed in Figure 32. Errors of up to 3 \( \mu \)sec can occur which are sufficient to disturb the bearing estimate significantly. Also plotted in Figure 32 is the correlation between the reference pulse and the overlapping pulses.

We reject arrival time estimates when the correlation coefficient is below a threshold of 0.8. This eliminates almost all overlapping pulses. We do not attempt to separate overlapping pulses in this paper. The correlation drops to below 0.8 when there is detectable error in the arrival time estimate, with the exception of closely spaced overlapping pulses separated by less than 5 \( \mu \)sec. Noise disturbances that do not match the pulse shape are rejected also based on the correlation coefficient.
9. Experimental Results

9.1. Absolute Accuracy Tests

The tests described in this section are designed to test the accuracy of the mean readings of the sensor. This establishes that our sensor estimates are unbiased and that the standard deviation of the readings then can be assumed to represent approximately the true error standard deviations. We test both the range and bearing accuracies, taking care to assess the accuracy of our test procedures.

Test 1 - Range using Aligned Plane

We positioned an acrylic plane at 200 mm increments from 2 meters up to 4 meters using a tape measure for range and the reflection of a laser off the plane for alignment. At each point 100 readings were taken. The plane was repeatedly positioned at 3 meters to assess the accuracy of the physical positioning. The speed of sound was calibrated by using a straight line fit to the measurements and the errors are shown in Figure 33. The standard deviations of the sets of 100 measurements are plotted with a dashed line. The measurement errors at 3 meters reflect the position accuracy of the plane and indicate that the sensor readings have very little bias in the mean range.
Figure 33 - Absolute Errors (points) in Mean Range and Standard Deviation of measurement (dotted line).

Test 2 Bearing at 4 meters with a corner.

We took measurements in a direction perpendicular to the sensor look direction. At a range of 4 meters we moved a corner in 200 mm increments to 1 meter off axis and then back to 0 and then -1 meter off axis. The results are shown in Figure 34 where it can be seen that the errors are less than 0.2° over a 20° range. Moreover, there is no apparent bias in our measurements compared to the standard deviation.

Figure 34 - Measured errors in bearing angle (points) and standard deviation of measurements (line) of a corner at range of 4 meters.

9.2. Imperfect Reflector Effects

Due to the high precision of the sensor, effects due to undulations and deviations from flatness in planes and corner surfaces may become significant. The statistical hypothesis test in Section 5.4 will reject planes that cause deviations from a perfect image in the order of 0.2° (10 mm at 3 m) which can occur in some indoor
surfaces. For this reason the hypothesis test needs to be relaxed when imperfect reflectors are anticipated in the environment. However, if for example environmental features of interest to robot localization are known to be geometrically well formed, such as doors, flat walls, windows and right-angled corners, the statistical test of Section 5.4 should be used since it will reject other imperfect targets not of interest. A glass sheet gave good experimental results within the confidence level of the test. A Lucite cast acrylic sheet deviated from flatness sufficiently to exceed our confidence level threshold.

9.3. Classification Experiments.

In order to account for imperfections in our test reflectors, such as acrylic planes and "cylindrical" edges, we have relaxed our criterion for classifying geometric targets in this section. For experimental purposes we have employed thresholds on $m$ in equation (16), to allow for the imperfections in our test reflectors. The thresholds employed in the data are $0.8^\circ$ in bearing and $2.4$ mm in DOF. These values still allow discrimination of planes and corners to a range of 8 meters and edges to a range of 2 meters. We define regions of detectability in which the reflector is classified correctly on more than 50% of readings and incorrectly less than 1% - the remainder being "unknown" classifications. Only on the boundaries of the regions does the 50% classification success occur, with nearly 100% successful classifications occurring within the boundary.

Figures 35 and 36 show the results of the sensor classification performance. The limitations are primarily due to the signal to noise ratio of the receiver. There are limits to detecting reflectors near the sensor due to the sharp angle to normals of the transducers to the reflector, since all transducer beam widths must overlap to detect and classify a reflector. Another limitation is in the template set used. We have employed pulse templates from $0^\circ$ to $20^\circ$ in steps of $1^\circ$ in bearing, and assumed that the transmitter angle to normal equals the receiver angle. For planes and edges very close to the sensor these angles can be quite different, producing unrecognizable pulse shapes that are below the correlation threshold. The same problem occurs for angles much greater than $20^\circ$. Although a larger template set could have expanded the beam width, signal amplitudes at large angles are small and have poor signal-to-noise ratios. The large cylinder was not recognized as a point at close ranges due to the difference in reflection points from the two transmitters exceeding the $0.8^\circ$ threshold. The sensor has less range for the cylinders compared to planes and corners due to the smaller reflected energy detected at the receiver.
Figure 35 - Axis Definition and Measured Region of Detectability for a Plane.

Figure 36 - Measured Regions of Detectability for Corner and Edges.

9.4. Sensor Discrimination

To demonstrate the best discrimination achieved by the sensor, two 13 mm diameter cylinders 1 meter tall were positioned at a range of 750 mm with centres 30 mm apart and rotated until the sensor could only just discriminate the targets as shown in Figure 37. The difference in range of the cylinders is 10 mm and difference in bearing is 1.9°. The limiting factors were the correspondence problem of associating the two echoes on each receiver and overlapping of the pulses. We reject arrival times when there is any possibility of ambiguity. This means reflectors must be separated in range by at least 9 mm, as discussed in Section 3. Echo overlap also becomes a limitation at range separations around 10 mm.
To demonstrate simultaneous multiple target identification, a cylindrical table leg is positioned near a corner in the field of view of the sensor as shown in Figure 38. All three target types are correctly classified and localized simultaneously with one measurement cycle of the sensor. Note that the corner orientation is not reported by the sensor since only the position of corners can be determined by the sensor. The orientation and the position of the normal of planes are reported. The echo data from both transmitters and receivers is shown in Figure 39, where the echoes are labeled with their target type.
Figure 38 - Multiple target classification demonstration - a 25 mm diameter table leg is seen as an edge, and a corner and plane are reported (distances in meters).

Figure 39 - Received echo data corresponding to Figure 38.

9.6. Processing Speed

The software for the sensor was implemented in C on a PC 386 running at 33 MHz. Echo pulses were identified by looking for maxima above the noise floor and above neighbouring peaks within a pulse width. This meant that the correlation
processing was performed only on the actual candidates for the echo and not the entire signal. When all 20 templates were correlated with each echo, the processing and sensing time was the order of a 1 second for one reflector. This includes graphic display and communications overhead to the data capture system. A faster approach and almost as accurate is to correlate every second template angle with each echo until a local maximum in template angle occurs. This results in three times the speed for one reflector.

The template matching process naturally lends itself to parallel processing - arrival times could be extracted on both receivers from both transmitters in parallel. The association of these arrival times is trivial due to the sensor arrangement of closely spaced receivers. Parallel processing would conceivably allow data processing to be performed at the maximum measurement rate determined by the speed of sound. Measurement rates of the order of 10 Hz could be achieved with the sensor range of 7 meters.

10. Conclusions and Future Work

A novel sonar sensor configuration and processing approach has been presented that can accurately classify and localize planes, corners and edges without sensor movement. This has been achieved by adopting physical models for transmission, propagation, reflectance and reception of ultrasonic pulses combined with optimal arrival time processing, all with a reasonable computational burden. The sensor range and bearing accuracy and target discrimination are often limited only by the fundamental properties of the transducer, air and reflectors, rather than the sensor data processing.

This paper has shown theoretically that two transmitters and two receivers are necessary and sufficient for classifying the useful indoor geometric targets of planes, corners and edges. This minimal configuration has been implemented as an experimental prototype. Range and bearing measurements with errors less than a millimeter and 0.1 degrees have been verified out to 8 meters range. Discrimination of targets separated by as little as 10 mm has been achieved due the narrow pulse shape emitted from the transmitter. Thus the sensor has the capability to work effectively in cluttered environments.

A template matching approach has been effective in optimally estimating the echo arrival times. Echo shapes for different transmitting and receiving angles and ranges are generated and stored. By choosing the best correlation match between the incoming echo and the template set, the optimal arrival time can be estimated. Two arrival times from the stereo receivers generate a bearing estimate. By transmitting two pulses from different transmitters, targets can be classified as planes, corners, edges or unknown. Maximum likelihood estimators for classifying echoes into these target types have been presented in this paper.

A novel feature of the sensor design is the close spacing of the receivers. This significantly reduces the possibility of ambiguity in associating arrival times from the two receivers to physical targets. Bearing accuracy is still maintained in practice due to the optimal arrival time estimation.

The complete received signals are processed by the sensor, as compared to first echo systems such as the Polaroid ranging module. This means that distant
targets are not masked by close targets as occurs with the Polaroid ranging module. All targets that return recognizable echoes are reported in our sensor.

Improvements to the sensor are now discussed. The template set can be extended beyond the $20^\circ$ maximum applied in this paper, for better results at close ranges. The approximation of equal transmitter and receiver angles in the template set could also be improved by calculating the transmitter angle for each receiver angle in the template set at close ranges.

Extensions have been presented to allow future three dimensional target classification. A useful modification to the sensor is to employ a three dimensional vector receiver in place of the two dimensional vector receiver presented in the paper. This will allow the rejection of phantom targets due to the pulse propagation not in the horizontal plane. For example, reflections from the intersection of a floor and wall could be recognized as not in the horizontal plane of the sensor. The two dimensional sensor presented here falsely recognizes this reflector as a second plane beyond the wall.

The problem of multiple reflections (apart from single corners) has not been addressed in this paper and is a fundamental limitation of all sonar systems. For example, for an edge to be classified and localized incorrectly by the sensor both transmitters need to produce the same multiple reflection effect which is unlikely in practice. Reflectors illuminated by the pulse first bouncing off a plane and back via the same plane are more easily incorrectly localized. These errors appear indistinguishable to the sensor from real targets at the virtual image location. The errors must be rejected by higher level reasoning and different sensor viewpoints that avoid the intervening plane.

The next stage of research is the incorporation of these sensors into a working mobile robot for experiments in localization and map building. With the high accuracy and reliable target classification of the sensors we hope to achieve autonomous robot localization with sonar in unknown indoor environments. By classifying targets when sensed, rather than by merging multiple views as with single transducer systems, the sensor provides significant advantages in associating targets for map merging and localization tasks. The high bearing and range accuracy also reduces the possibility of incorrect measurement association and of course improves map and localization accuracy.

More complex object recognition and docking tasks can be attempted, such as finding doorways and battery recharging ports. Adaptations of the sensor are also envisaged for obstacle avoidance tasks. For example, a single transmitter and three receivers could produce range, azimuth and elevation of target without geometric classification.

Due to our ability to predict accurately the pulse shape as it propagates, it is conceivable that a high repetition pulse rate sonar system could be developed where incoming pulses can be associated with the firing cycle from their shape and amplitude. Thus pulse rates higher than that dictated by the transmit receive delay may be then possible.
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