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Abstract—The resource constrained multi-project scheduling problem (RCMSP) is an important issue in business applications. In this paper, a modified differential evolution algorithm is introduced to achieve higher computational efficiency for RCMSP. Two parallel mutation operations are used to improve the search ability with a modified DE/rand-best/1/bin strategy. The selection operation is used to choose best individual from target vector and two trail vector. The computational results show that the modified DE algorithm performs better than several other algorithms of deterministic and heuristic nature.
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I. INTRODUCTION

Project scheduling deals with the allocation of given resources and determines the start and completion times of each activities. The resource constrained project scheduling problem (RCPSP) has been the focus of research for decades, such as the works of Kolisch [1], Brucker et al [2], and Demeulemeester and Herroelen [3]. However, the multi-project [4], a generalization of RCPSP, plays a more important role in business applications according to the survey of Payne [5], and Lova and Tormos [6].

Multi-project scheduling has been a research topic since the late 1960s. Pritsker [7] presents a zero-one integer programming approach for the problem. Fendley [8] introduces the modeling of a complete multi-project scheduling system, proposes methods to distribute due dates, and uses priority rules for sequencing activities. Lenstra and Kan [9] show that RCMSP is strongly NP-hard. Hence, efficient heuristics and meta-heuristics are used for solving these problems.

Most literatures focus on heuristic methods that were proposed from 1980s to 2000s. Priority rules are one of the most popular methods. Kurtulus and Davis [10] designed 6 new priority rules and tested the performance. Lawrence and Morton [11] studied the resource price based priority rules with the objective of minimizing weighted tardiness costs. Lova et al. [12] developed a multi-criteria heuristic algorithm consisted of several algorithms to improve two criteria. Tyson and Ali [13] tested 20 priority rules with 12,320 problems and provided guidance for various situations and objectives. Doreen and Armin [14] proposed a heuristic solution for RCMSP taking into consideration of sequence and resource dependent transfer times.

In recent years, meta-heuristic algorithms, like genetic algorithm (GA), simulated annealing (SA), have been introduced to solve RCMSP.

Kim et al. [15] proposed a hybrid genetic algorithm with a fuzzy logic controller for RCMSP with an objective of minimizing makespan and total tardiness penalty. Goncalves et al. [16] took an approach of a solution by building parameterized active schedules based on priorities, delay times and release dates and Using GA as a search method. Chen et al. [17] proposed a hybrid of GA and SA. The authors compared the performance of GA, SA, GA-SA hybrid, and several heuristic rules. The works on heuristic algorithms also
include Deng and Lin [18] , Zhao et al. [19] , and Cai and Li [20].

As shown in those literatures, GA is wildly used. However, it has been proven that some new meta-heuristic algorithms can achieve better performance than GA, such as differential evolution (DE) algorithm. In this paper, we present a novel differential evolution algorithm to solve the resource constrained multi-project scheduling problem. The rest of the paper is organized as follows. Section 2 describes the problem and its mathematical model. Section 3 introduces the classical differential evolution algorithm and proposes the improved differential evolution algorithm. Numerical experiments are reported in Section 4. Conclusion remarks are listed in Section 5.

II MULTI-PROJECT SCHEDULING PROBLEM

According to the problem description in Tyson etc. [13] , resource constrained multi-project scheduling problem contains several parallel projects with limited supply of resources. The problem can be described as follows:

There are multi projects should be manufactured, where each project is comprised of one or more activities. Each activity needs a deterministic processing time and requires certain units of resource type during the processing time. The capacity units of resource type are constant. Each activity cannot start processing without maintaining the resource requirement. In addition, an activity I can not start until its all predecessors are completed.

The aim of problem is to find a schedule for the activities in all projects (i.e. to determine the start and completion times of these activities) that optimizes a performance measure, for example, minimizing makespan.

We give an example of RCMPSP in Figure 1. There are L projects in this problem. Each project consists of several activities \( N_i \). Activities 0 and \( N+1 \) are dummy activities, added to represent the start and end of all activities.

Let \( F_{il} \) represents the finish time of activity \( i \) in project \( l \); \( P_{il} \) represents the processor activity in project \( l \); \( d_i \) means processing time of activity \( i \) in project \( l \); \( A(l) \) be the set of activities being processed at time \( t \); \( R_k \) means the total number of resource \( k \). The mathematical model of the RCMPSP can be described as:

\[
\text{minimize makespan} \\
\text{s.t. } F_{il} \leq F_{jl} - d_j, i \in N_j, j \in P_{il}, l \in L \\
\sum_{i, k, A(l)} r_{ik} \leq R_k, k \in K, t \geq 0 \\
F_{il} \geq 0, i \in N_l, l \in L
\] (1)

The 1st constraint guarantees the precedence relations between activities in the same projects; the 2nd constraint prevents the resources being occupied at time \( t \) from exceeding the available capacity; the 3rd constraint ensures the finish times of activities are non-negative.

For RCMPSP, multiple resource allocation is a vital issue. In this paper, next time frame mentioned in Moselhi and Lorterapong [21] is used. It is a least impact algorithm. An activity can be listed in the set of processing activities only when all its predecessors are completed. The selections among activities that can start at the same time are based on priority of these activities. The details of this progress are listed in Moselhi and Lorterapong [21].
III MODIFIED DIFFERENTIAL EVOLUTION ALGORITHM

The differential evolution (DE) algorithm is a population based evolutionary algorithm proposed by Price and Storn [22]. It is an efficient and a powerful evolutionary algorithm (EA).

A. Classical DE Algorithm

In the DE algorithm, one population consists of NP individuals \(X_{i,G}\), where \(i=1, 2, 3, \ldots, NP\), and \(G\) donates one generation. Each individual \(X_{i,G}\) consists of \(D\) variables which are limited to search range. There are three major operations used in the iteration phase: mutation, crossover and selection.

Mutation Operation

Strategy DE/rand/1/bin [22] is the most wildly used strategy. Three randomly target vectors are chosen to generate mutation vector using the formula:

\[
x_{i,G+1} = x_{r1,G} + F(x_{r2,G} - x_{r3,G}) , r1 \neq r2 \neq r3 \neq i \tag{2}
\]

Where \(F\) means mutation parameter. \(x_{r1,G}, x_{r2,G}, x_{r3,G}\) are three randomly chosen vectors, and they neither equal to one another, nor to the target vector \(x_{i,G}\).

Crossover Operation

Crossover Operation generates trail vectors by collecting the dimensions from the target vectors and their offspring mutant vectors with a determined possibility. Binomial crossover operation is used:

\[
u_{i,j}^{G+1} = \begin{cases} v_{i,j}^{G+1} & \text{if } f(u_{i,j}^{G+1}) < f(x_{i,j}^G) \\ x_{i,j}^G & \text{otherwise} \end{cases} \tag{3}
\]

Where \(CR\) means crossover rate and \(n_j\) is a randomly selected dimension to make sure at least one dimension of the trial vectors is chosen from the mutant vectors.

Selection Operation

Greedy selection operation is used to determine whether trial vectors or target vectors can survive into the next generation. The formula is described as follows:

\[
x_{i,G+1} = \begin{cases} u_{i,G+1} & \text{if } f(u_{i,G+1}) < f(x_{i,G}) \\ x_{i,G} & \text{otherwise} \end{cases} \tag{4}
\]

B. Modified DE Algorithm

Usually, DE/current-best/1/bin [23] strategy is an efficient way to improve the precision of DE algorithm. However, it is not suitable for complex problems because of its slow convergence. In order to strengthen the advantage of DE/current-best/1/bin strategy and avoid the disadvantage in convergence, we change DE/current-best/1/bin strategy to DE/rand-best/1/bin:

\[
y_{i,G+1} = y_{i,G} + F(y_{i,best,G} - y_{i,G}) + F(x_{r1,G} - x_{r3,G}) , r1 \neq r2 \neq r3 \neq i \tag{5}
\]

In this strategy, the target vector \(x_{i,G}\) is replaced by \(x_{r1,G}\), allowing the method to converge to the best solution, and at the same time not to converge too fast to, or be stuck at, a local optimum.

Using a single strategy in the method may lead the particles convergent to one point quickly, so different strategies are blended to improve the global search ability. In this article, we proposed a modified DE algorithm (MDE) by using both DE/rand/1/bin and DE/current-best/1/bin strategies to generate new trail vectors.

Also different from the self-adaptive algorithms for choosing mutation strategies in the literature, two strategies are used in each generation of MDE. Thus, two trail vectors are generated for one target vector. The new trail vector with better fitness value will survive and be compared with the target vector by using selection operation. Pseudocode of MDE is presented in Figure 2.

Two strategies need one more time function value for each individual, so the number of generations may be reduced to half to meet the same number of function values, which will lead to lower convergence speed. However, this method can maintain the diversity of the population by using different mutation strategies, which is more important to solving complex problems.

IV NUMERICAL EXPERIMENTS

Three test projects in Ref. [17] are introduced in this section to perform numerical experiments and show the
superiority of the proposed DE algorithm. There are 21, 27 and 26 activities, respectively, in these projects. Two
 types of resources are needed to complete the activities. The maximum accessible number of resource 1 is 10
 units, while the availability of resource 2 is limited to 20
 units.

For DE algorithm, we set F=0.7, CR=0.7. For MDE,
we set F1=0.7, F2=0.7, CR1=0.3, CR2=0.7. The
population size is set at 100, while the total function
evaluation number is 10,000. The best solution and the
average result are based on10-run experiments. The DE
algorithm and modified DE algorithm are coded in C++
and experiments run on a computer with a 2.0 GHz
CoreTM 2 Duo CPU.

A. Comparisons With Different Algorithms

The modified DE algorithm is compared with the
classical DE algorithm and other five algorithms listed in
Ref. [17]: genetic algorithm (GA), simulated annealing
(SA), modified version of SA (MSA) and GA-SA Hybrid.
The comparison results are shown in Table 1. The front
five results are results of the above comparison
algorithms which are copied Chen and Syed [17]. For
DE and MDE algorithms, we use the same experimental
condition as in Chen and Syed [17].

The experiment results show that DE algorithm
produces a better average result than GA and SA do.
MDE algorithm achieves minimum best solution (or the
global optimum) just as logarithmically improved MSA
does, while performing better in the average result. When
compared with the 10 most popular heuristic algorithms
or priority rules categorized and detailed in Kurtulus and
Davis [10], MDE has indubitable advantages. The
numerical results of these 10 algorithms for the three test
projects are provided in Table 2, again reusing the results
from Chen and Syed [17].

B. Selection From Different Parameters

In order to choose the best selection for the parameters
(F, CR) of MDE algorithm, three different values are
used to assign these parameters. However, testing all
combinations will require 81 experiments. So for
experiments in this article we make two parameters in
one strategy fixed and change the other two parameters.

First of all, we set the parameters of DE/rand/1/bin,
to(0.7,0.7), the results are show in Table 3. Secondly, the
parameters of DE/best-rand/1/bin are fixed at(0.3,0.7),
the results are show in Table 4.

From the results, we can see that, parameters are a
crucial factor influencing the results. For strategy
DE/best-rand/1/bin, the lower the F value and the higher
the CR value, the better the results. The opposite is true
for strategy DE/rand/1/bin - higher F values and lower
CR values produce better results. But parameters (0.7, 0.7)
for strategy DE/rand/1/bin, performs better than other
parameters. So the combination of (0.7,0.7) and (0.3,0.7)
is the best choice.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Best solution of 10-run</th>
<th>Average of 10-run</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>133</td>
<td>135.5</td>
</tr>
<tr>
<td>SA</td>
<td>134</td>
<td>135.4</td>
</tr>
<tr>
<td>GA/SA</td>
<td>132</td>
<td>134.5</td>
</tr>
<tr>
<td>MSA (arithmetically improved)</td>
<td>133</td>
<td>134.2</td>
</tr>
<tr>
<td>MSA (logarithmically improved)</td>
<td>130</td>
<td>133.0</td>
</tr>
<tr>
<td>DE</td>
<td>133</td>
<td>134.5</td>
</tr>
<tr>
<td>MDE</td>
<td>130</td>
<td>132.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Heuristic algorithm</th>
<th>Explanation</th>
<th>Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCFS</td>
<td>First come first severed</td>
<td>144</td>
</tr>
<tr>
<td>LCFS</td>
<td>Late come first severed</td>
<td>163</td>
</tr>
<tr>
<td>SOF</td>
<td>Short operation first</td>
<td>146</td>
</tr>
<tr>
<td>MOF</td>
<td>Maximum operation first</td>
<td>150</td>
</tr>
<tr>
<td>MINSLK</td>
<td>Minimum slack first</td>
<td>149</td>
</tr>
<tr>
<td>MAXSLK</td>
<td>Maximum slack first</td>
<td>154</td>
</tr>
<tr>
<td>MINTWK</td>
<td>Minimum total work content</td>
<td>146</td>
</tr>
<tr>
<td>MAXT WK</td>
<td>Maximum total work content</td>
<td>157</td>
</tr>
<tr>
<td>SASP</td>
<td>Shortest activity from shortest project</td>
<td>155</td>
</tr>
<tr>
<td>LALP</td>
<td>Longest activity from longest project</td>
<td>155</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Best</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.3,0.7)</td>
<td>130</td>
<td>131</td>
</tr>
<tr>
<td>(0.5,0.7)</td>
<td>131</td>
<td>132</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Best</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.3,0.7)</td>
<td>130</td>
<td>131</td>
</tr>
<tr>
<td>(0.5,0.7)</td>
<td>131</td>
<td>132</td>
</tr>
</tbody>
</table>
C. Comparison Between Different Mutation Strategies

In Section B in chapter III, a modified strategy and its corresponding test results were presented. In this section a comparison between that strategy and DE/best-current/1/bin strategy is proposed to show the efficiency of the modified strategy. Similar to MDE, different parameters are used in DE/best-current/1/bin strategy, while fixed parameters of (0.7, 0.7) are adopted in DE/rand/1/bin strategy. As shown in the Table 5, DE/best-rand/1/bin strategy is better than DE/best-current/1/bin strategy for almost all parameters tested.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Best</th>
<th>Mean</th>
<th>Parameters</th>
<th>Best</th>
<th>Mean</th>
<th>Parameters</th>
<th>Best</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.3,0.3)</td>
<td>131</td>
<td>131.9</td>
<td>(0.5,0.3)</td>
<td>130</td>
<td>132.6</td>
<td>(0.7,0.3)</td>
<td>132</td>
<td>132</td>
</tr>
<tr>
<td>(0.3,0.5)</td>
<td>131</td>
<td>132.3</td>
<td>(0.5,0.5)</td>
<td>129</td>
<td>132.5</td>
<td>(0.7,0.5)</td>
<td>131</td>
<td>132.3</td>
</tr>
<tr>
<td>(0.3,0.7)</td>
<td>130</td>
<td>132.1</td>
<td>(0.5,0.7)</td>
<td>130</td>
<td>132</td>
<td>(0.7,0.7)</td>
<td>130</td>
<td>131.6</td>
</tr>
</tbody>
</table>

V. Conclusion

In this paper, an improved differential evolution algorithm is introduced to solve the resource constrained multi-project scheduling problem. The next time frame method is used for resource allocation. Modified DE/rand-best/1/bin strategy and DE/rand/1/bin are used in two parallel mutation operations to achieve better search ability. The experiment results show that the modified DE algorithm can not only outperform the classical DE algorithm but also the hybrid GA-SA algorithm. Furthermore, the modified DE algorithm performs much better than some popular heuristic algorithms.

Future studies could rely on the hybrid of GA and DE to improve the search ability.
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