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Abstract—Multi carrier code-division multiple access (MC-CDMA) is considered for beyond third generation wireless systems for its effectiveness in the presence of both multipath fading and interference. This paper analyzes MC-CDMA systems adopting an adaptive detection technique based on threshold orthogonality restoring combining (TORC). The mathematical framework here developed allows the evaluation of both the bit error probability and the bit error outage in downlink with perfect and imperfect channel state information and the derivation of the TORC threshold that optimizes the performance. The optimal threshold is analytically derived as a function of the number of subcarriers, the number of active users, and the mean signal-to-noise ratio. This enables an adaptive variation of the threshold following slow processes fluctuations. Numerical results show very good performance of TORC with optimal threshold comparing with others combining techniques with perfect and imperfect channel estimation. Results are shown both in uncorrelated Rayleigh fading as well as in time and frequency correlated fading channels.
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I. INTRODUCTION

MULTI-CARRIER code division multiple access (MC-CDMA) technique is gaining interest for beyond third generation (B3G) mobile radio systems due to its efficiency in supporting high data rate mobile communication against both frequency selective fading and multi-user interference [1]–[3]. The suitability of MC-CDMA as multiple-access scheme derives from the combination of orthogonal frequency-division multiplexing (OFDM) and spreading. In this work we consider the system architecture presented in [2] and [4], where the spreading is performed in the frequency-domain and Walsh-Hadamard (W-H) codes are used with spreading factor equal to the number of subcarriers. The transmitter and receiver block schemes are depicted in Fig. 1.1

The main impairment of this multiplexing technique is given by the multiple-access interference (MAI), which occurs in the presence of multipath fading propagation due to loss of orthogonality among the received spreading codes in spite of

the use of W-H codes. Typically, the MAI mitigation is accomplished at the receiver using single-user or multiuser detection schemes; thus, the choice of the combining technique becomes critical and drastically affects the system performance. Several combining techniques with different complexities have been studied in the literature (see, e.g., [5]–[7]). In this paper, we address low complexity schemes such as linear combining, since in the downlink the detection is performed at the user terminal and we aim at proposing a simple adaptive combining technique.

Within the family of linear combining techniques, several schemes based on channel state information (CSI) are known in the literature (see, e.g., [8]–[10]), for which signals coming from different subcarriers are weighted by suitable coefficients $g_m$ ($m$ being the subcarriers index) and summed. The equal gain combining (EGC) technique consists in equally weighting each subchannel contribution and compensating only the phases with $g_m = h_{m*}/|h_m|$, where $h_m$ is the $m$th channel coefficient (notation $*$ stands for complex conjugation). If the system is noise-limited, (i.e., the number of active users is negligible with respect to the number of subcarriers), maximal ratio combining (MRC), for which $g_m = h_{m*}$, represents the best choice. On the other hand, this choice totally destroys the orthogonality between the codes in case of multiple users. For this reason, when the system is interference-limited, a good choice is given by restoring the orthogonality between the sequences as with the orthogonality restoring combining (ORC) technique, for which $g_m = h_{m*}/|h_m|^2$. This implies a total cancellation of the multiuser interference but emphasizes the noise. This is corrected with threshold ORC (TORC), where a threshold is introduced to cancel the contributions of those subchannels highly corrupted by the noise, allowing good performance despite the low complexity (see [11]–[13]). Indeed, while EGC is desirable for its simplicity and MRC for its noise counteracting capability, neither of these techniques directly address the interference and the exploitation of the spreading codes. B3G communication systems intend to multiplex as many users as possible sharing the same resources, they are typically interference-limited; this is the reason why TORC is assuming an increasing interest. Since the orthogonality of the users is encoded in the phase of each subcarrier, TORC is mainly beneficial in the downlink where phase distortion may be more easily corrected rather than in the uplink [2].

Earlier works investigated the performance of MC-CDMA systems varying the detector and some of these involve TORC technique: in [4] and [13] the performance was studied by simulation or through semi-analytical models. In particular,
the bit error probability (BEP) was approximated as the sum of the binomial distribution of the number of subcarriers above the threshold and may result in a cumbersome expression to be computed in closed form or implemented in upper layer simulators. In [12] the bit error rate (BER) was obtained by simulation. In [11] and [14] an analytical framework was proposed to derive the downlink BEP with TORC detector for synchronous users: in particular, in [11] decision-directed MC-CDMA detectors with and without explicit channel estimation are investigated; the decision-directed and pilot aided approaches are also compared and the trade-off between channel estimation overhead and performance explored to verify how the channel estimation process affects the performance of MC-CDMA detectors with Kalman filter to track the channel.

In this paper, we mathematically derive a simple BEP approximation for downlink frequency selective fading channels adopting a TORC detector with both perfect and imperfect CSI. In addition to the BEP, our framework enables the investigation of the bit error outage (BEO), that is the BEP-based outage probability and represents a significant performance figure when small-scale fading is superimposed to large-scale fading [15]. We also analytically evaluate the optimal threshold and its relation with slow varying processes, such as the number of active users, the number of subcarriers, and the mean signal-to-noise ratio (SNR) averaged over small-scale fading. Imperfect CSI is also considered to analyze how the optimum threshold changes with respect to the case of perfect channel estimation. Note that, the number of active users, the number of subcarriers, and the mean SNR represent slow varying processes with respect to the variations in the performance perceived by the user, allowing an optimized and adaptive use of the threshold that can be changed tracking slow processes variation (for a discussion on slow and fast processes affecting the performance of adaptive and non-adaptive wireless communications see, e.g., [16], [17]). It will be shown that the proposed adaptive TORC significantly improves the performance with respect to others linear combining techniques. Analytical results will be confirmed by simulations.

The rest of the paper is organized as follows: system model and methodology are described in Sec. II, the decision variable is given in Sec. III, and the BEP in Sec. IV. The optimal threshold is evaluated in Sec. V and the BEO in Sec. VI.

Finally, numerical results and our conclusions are derived in Sec. VII and Sec. VIII, respectively.

II. SYSTEM MODEL AND METHODOLOGY

In the considered MC-CDMA architecture, each data-signal is copied over all subcarriers, and multiplied by the chip assigned to each particular subcarrier. We consider W-orthogonal codes and binary phase shift keying (BPSK) modulation. Hence, the signal transmitted to the $k$th user can be written as (see Fig. 1(a)):

$$s^{(k)}(t) = \sqrt{\frac{2E_b}{M}} \sum_{i=-\infty}^{+\infty} \sum_{m=0}^{M-1} c_m^{(k)} a_m^{(k)} [i] g(t - iT_b) \times \cos(2\pi f_m t + \phi_m),$$

where $E_b$ is the energy per bit, $M$ is the number of subcarriers, $m$ is the subcarrier index, $c_m$ is the $m$th chip (taking values $\pm 1$), $a_m^{(k)}[i]$ is the data-symbol transmitted during the symbol-time $i$, $g(t)$ is the pulse with rectangular waveform, duration $[0,T]$ and unitary energy, $T_b$ is the bit-time, $f_m = f_0 + (m - M/2)\Delta f$ is the $m$th subcarrier-frequency (with $\Delta f T$ and $f_0 T$ integers to have orthogonality in frequency), and $\phi_m$ is the random phase uniformly distributed within $[-\pi, \pi]$. In particular, $T_b = T + T_g$ is the total OFDM symbol duration, increased with respect to $T$ by a time-guard $T_g$ (usually inserted between consecutive symbols to eliminate the residual inter symbol interference, ISI, due to the channel delay spread).

We assume a frequency-domain channel model in which the transfer function is considered constant in the bandwidth of each subcarrier and is given by

$$h_m = \alpha_m e^{j\psi_m},$$

where $\alpha_m$ and $\psi_m$ are the $m$th amplitude and phase coefficients, respectively. Each $h_m$ is assumed independent identically distributed (i.i.d.) complex zero-mean Gaussian random variable (RV) with variance per dimension $\sigma_n^2$ (typically equal to 1/2 so that $\mathbb{E}\{\sigma_n^2\} = 1$, for all $m$).

Assuming the coherence bandwidth smaller than the distance between two adjacent subcarriers (owing, for instance, to frequency interleaving), each $\alpha_m$ and $\psi_m$ are considered

$^2\mathbb{E}\{\cdot\}$ denotes the expectation.
independent. We see that each subcarrier experiences flat fading. This represents a realistic case when the subcarriers are sufficiently spaced in frequency or when only a subset of the amount of subcarriers is used for the transmission of a symbol. Starting from these common assumptions, we analytically evaluate the performance in terms of BEP and we carefully investigate the performance dependencies on system parameters, then also allowing comparison with previous results appeared in the literature [3], [18], [19].

In the downlink, the system is assumed synchronous and the signal components associated to different users experiment the same fading. Furthermore, since the orthogonality of the users is encoded in the phase of the subcarriers, the TORC technique is primarily beneficial in the downlink where phase distortion for all users can be more easily corrected [2]. Hence, the received signal can be written as:

\[
r(t) = \sqrt{\frac{2E_b}{M}} \sum_{k=0}^{N_s-1} \sum_{i=-\infty}^{\infty} \sum_{m=0}^{M-1} \alpha_m c_m^{(k)} a^{(k)}[i] \bar{g}(t - iT_b) \times \cos(2\pi f_m t + \varphi_m + \psi_m) + n(t),
\]

where summations are on users, symbols, and subcarriers, respectively. \(\bar{g}(t)\) is the response of the channel to the pulse \(g(t)\) with unitary energy and duration \(T = T + T_d\), being \(T_d\) the pulse enlargement due to the overall distortion of the channel, \(n(t)\) is the additive white Gaussian noise with two-side power spectral density \(N_0/2\), and \(\varphi_m \triangleq \varphi_m + \psi_m\) uniformly distributed in \([-\pi, \pi]\).

To analyze the performance with imperfect CSI, we assume a channel estimation error [20] on each subcarrier, \(e_m\), complex Gaussian distributed with zero-mean and variance \(2\sigma^2\), thus \(e_m \sim \mathcal{CN}(0, 2\sigma^2)\), and we define the normalized channel estimation error variance as \(\varepsilon = \sigma^2/e_h^2\). The \(m\)th estimated complex channel coefficient is given by:

\[
h_m = h_m + e_m,
\]

where \(\hat{h}_m = \hat{\alpha}_m e^{j\hat{\psi}_m}\).

By observing the receiver structure depicted in Fig. 1(b) and focusing on the \(l\)th subcarrier for the \(n\)th user (being in the downlink, perfect synchronization and phase tracking are assumed), the correlation output at the \(j\)th instant is given by:

\[
z_j^{(n)}[j] = \frac{1}{\sqrt{T}} \int_{jT_b}^{jT_b + T} r(t) c_j^{(n)}(\sqrt{2} \cos(2\pi f_t t + \hat{\theta}_t))dt.
\]

\(^3\)Note that, in the downlink, power efficient mobile receivers with low complexity are required, whereas for the uplink, a high complexity multi-user detector can be used to cope with the presence of several users.

Hence, substituting (3) in (5), the term \(z_j^{(n)}[j]\) results as in (6), where:

\[
w_{m,l}[j] = \begin{cases} 
\cos(\hat{\theta}_l - \hat{\theta}_l) & m = l \\
0 & m \neq l.
\end{cases}
\]

Since ISI is avoided, we will remove the time-index \(j\) in the following. After some manipulation we can write:

\[
z_j^{(n)} = \sqrt{\frac{E_b\delta_d}{M}} \alpha_l \cos(\hat{\theta}_l - \hat{\theta}_l) a^{(n)} + \sqrt{\frac{E_b\delta_d}{M}} \sum_{k=0}^{N_s-1} \alpha_k \cos(\hat{\theta}_l - \hat{\theta}_l) \sum_{k=0}^{N_s-1} e_m^{(k)} a^{(k)} + n_l,
\]

where \(\delta_d \triangleq 1/(1 + T_d/T)\) represents the loss of energy caused by the time-sampling, \(T_d\), of the received pulse.

From the received signal expression before the combiner, we can now proceed to evaluate the performance in terms of BEP and BEO. The BEP averaged over small-scale fading is a common performance figure for applications in which the user’s perceived quality of service (QoS) is related to the error rate observed in a time interval of several symbol times (see e.g., [17]). Thus, the variability of processes affecting the useful signal during this interval has to be carefully taken into account (e.g., the mean SNR, \(\tau\), also varies due to the shadowing, but slowly with respect to the interval considered for the BEP evolution). For this reason, the BEO, that is the probability that the BEP exceeds a maximum tolerable level, is also an appropriate figure of merit for digital communication systems where small-scale fading is superimposed on large-scale fading, such as shadowing [15].

### III. Decision Variable

The decision variable, \(v^{(n)}\), is obtained by a linear combination of the weighted signals from each subcarrier as follows:

\[
v^{(n)} = \sum_{l=0}^{M-1} |g_l| z_j^{(n)}.
\]

The TORC detector consists in choosing the complex weight referring to the \(l\)th subcarrier as:

\[
|g_l| = u(|\hat{h}_l| - \rho_{TH})/|\hat{h}_l| = \hat{\alpha}_l^{-1} u(\hat{\alpha}_l - \rho_{TH}).
\]

where \(u(\cdot)\) is the unitary-step function and \(\rho_{TH}\) is the positive threshold introduced to cancel the contributions of those subchannels highly corrupted by the noise. Hence, by substituting
(7) and (9) in (8) we can write:

\[ v^{(n)} = \sqrt{\frac{E_b \delta_d}{M}} \sum_{l=0}^{M-1} u(\hat{\alpha}_l - \rho_{\text{TH}}) \alpha_l \hat{\alpha}_l^{-1} \cos(\hat{\theta}_l - \hat{\theta}_1) a^{(n)} \]

\[ + \sqrt{\frac{E_b \delta_d}{M}} \sum_{l=0}^{M-1} c_l^{(n)} u(\hat{\alpha}_l - \rho_{\text{TH}}) \alpha_l \hat{\alpha}_l^{-1} \cos(\hat{\theta}_l - \hat{\theta}_1) \]

\[ \times \sum_{k=0, k \neq n}^{N_{c}-1} c_l^{(k)} a^{(k)} \sum_{l=0}^{M-1} n_l \hat{\alpha}_l^{-1} u(\hat{\alpha}_l - \rho_{\text{TH}}), \]  

(10)

where the three terms \( U \), \( I \), and \( N \) represent the useful, interfering, and noise term, respectively.

By defining

\[ \Theta_l(\rho_{\text{TH}}) \triangleq u(\hat{\alpha}_l - \rho_{\text{TH}}) \alpha_l \hat{\alpha}_l^{-1} \cos(\hat{\theta}_l - \hat{\theta}_1), \]

we can write (10) as in the following

\[ v^{(n)} = U a^{(n)} + I + N, \]

(12)

where

\[ U = \sqrt{\frac{E_b \delta_d}{M}} \sum_{l=0}^{M-1} \Theta_l(\rho_{\text{TH}}), \]

\[ I = \sqrt{\frac{E_b \delta_d}{M}} \sum_{l=0}^{M-1} c_l^{(n)} \Theta_l(\rho_{\text{TH}}) \sum_{k=0, k \neq n}^{N_{c}-1} c_l^{(k)} a^{(k)}, \]

\[ N = \sum_{l=0}^{M-1} n_l \hat{\alpha}_l^{-1} u(\hat{\alpha}_l - \rho_{\text{TH}}). \]

(13)

\( \quad \)

\( \quad \)

\( \quad \)

Hence, in order to derive the BEP, we need the statistical distribution of \( v^{(n)} \) that can be obtained by studying the statistics of \( U \), \( I \), and \( N \). By considering that actual and future multi carrier systems generally have a high number of subcarriers (e.g., 2k or 8k for digital video broadcasting), we will adopt the central limit theorem (CLT) and the law of large number (LLN) to approximate the BEP (the goodness of the approximation will also be verified by simulation).

### A. Useful Term

By applying the CLT,\(^4\) the useful term \( U \) in (10) results distributed as\(^5\)

\[ U \sim \mathcal{N}(\mu_U, \sigma_U^2). \]

(16)

The mean and variance of \( U \) are respectively given by \( \mu_U = \sqrt{E_b \delta_d} M \mathbb{E} \{ \Theta(\rho_{\text{TH}}) \} \) and \( \sigma_U^2 = E_b \delta_d \mathbb{E} \{ \Theta^2(\rho_{\text{TH}}) \} - \mathbb{E} \{ \Theta(\rho_{\text{TH}}) \}^2.\)
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D. Independence between terms

Since $a^{(k)}$ is zero mean and statistically independent on $\alpha_i$, $(\Lambda_1 - \Lambda_2)$, and $n_t$, we can write that $\mathbb{E}\{IN\} = \mathbb{E}\{IU\} = 0$. Since $n_t$ and $\alpha_i$ are statistically independent, then $\mathbb{E}\{NU\} = 0$. Moreover $I$, $N$, and $U$ are uncorrelated Gaussian RVs, thus also statistically independent.

IV. Bit Error Probability Evaluation

From the statistical distribution of the terms $I$ and $N$, the total disturbance (interference plus noise) results to be Gaussian distributed as:

$$I + N \sim \mathcal{N}\left(0, \sigma_I^2 + \sigma_N^2\right). \quad (22)$$

This enables us to derive the BEP approximation as a function of the mean SNR $\bar{\gamma}$, the TROC threshold $\rho_{TH}$, the number of subcarriers $M$, the number of active users $N_u$, and the channel estimation error related to $\varepsilon$.

The BEP conditioned to the RV $U$ is given by

$$P_b|U = \frac{1}{2} \text{erfc}\left\{ \frac{U}{\sqrt{2(\sigma_I^2 + \sigma_N^2)}} \right\}, \quad (23)$$

where erfc is the complementary error function. By applying the LLN, that is by approximating $\sum_{\ell=0}^{M-1} \Theta(\rho_{TH})$ with $M \mathbb{E}\left\{ \Theta(\rho_{TH}) \right\}$, we derived the unconditioned BEP as

$$P_b \approx \frac{1}{2} \text{erfc}\left( \sqrt{\frac{E_b \delta_d M \mathbb{E}\left\{ \Theta(\rho_{TH}) \right\} \bar{\gamma}}{\sigma_I^2 + \sigma_N^2}} \right). \quad (24)$$

From the expressions of $\sigma_I^2$, $\sigma_N^2$, and $\mathbb{E}\{\Theta(\rho_{TH})\}$ derived above, the BEP can be written as a function of the signal-to-interference-plus-noise ratio (SNIR) as

$$P_b(\bar{\gamma}) \approx \frac{1}{2} \text{erfc}\left( \sqrt{\frac{\bar{\gamma}}{\sigma_I^2 + \sigma_N^2}} \right), \quad (25)$$

where $\bar{\gamma}$ is the mean SINR averaged over small-scale fading and is given by:

$$\bar{\gamma} = \frac{\bar{\gamma} e^{-\frac{\rho_{TH}^2}{2\sigma_N^2(1+\varepsilon)}} f_1(\varepsilon, \rho_{TH})}{1 + \bar{\gamma} \Gamma\left[0, \frac{\rho_{TH}^2}{2\sigma_N^2(1+\varepsilon)}\right] + \frac{N_u-1}{M} f_2(\varepsilon, \rho_{TH})} \quad (26)$$

In (26), $\bar{\gamma} \equiv E_b \delta_d 2\sigma_N^2 / N_0$ is the mean SNR averaged over small-scale fading and

$$f_1(\varepsilon, \rho_{TH}) = \left(1 - \frac{2\varepsilon}{(1 - \varepsilon^2)(4 + 3\varepsilon)} e^{-\frac{\rho_{TH}^2}{2\sigma_N^2(1+\varepsilon)}} \right)^2 \quad (27a)$$

$$f_2(\varepsilon, \rho_{TH}) = e^{-\frac{\rho_{TH}^2}{2\sigma_N^2(1+\varepsilon)}} \left[1 - \frac{4\varepsilon e^{-\frac{\rho_{TH}^2}{2\sigma_N^2(1+\varepsilon)}}}{(1 - \varepsilon^2)(4 + 3\varepsilon)} \right]$$

$$+ e^{\frac{\rho_{TH}^2}{2\sigma_N^2(1+\varepsilon)}} C(B_1 + B_2 + B_3 + B_4) - e^{-\frac{\rho_{TH}^2}{2\sigma_N^2(1+\varepsilon)}} \left[1 - \frac{2\varepsilon e^{-\frac{\rho_{TH}^2}{2\sigma_N^2(1+\varepsilon)}}}{(4 + 3\varepsilon)(1 - \varepsilon^2)} \right]^2. \quad (27b)$$

Remark: Note that the main objective of this work is not only to assess a tight approximation for the BEP, but mostly to derive the value of the TROC threshold, $\rho_{TH}$, which minimizes the BEP depending on the other system parameters. From this point of view, we will show a good agreement between simulative and analytical results in Sec. VII.

V. TROC Threshold Optimization

We aim at finding the optimum value of the threshold, $\rho_{TH}^{(opt)}$, defined as the value that minimizes the BEP (hence that maximizes the SINR since the BEP in (25) is monotonically decreasing with the SINR):

$$\rho_{TH}^{(opt)} = \arg \min_{\rho_{TH}} \{ \bar{\gamma} \} = \arg \max_{\rho_{TH}} \{ \bar{\gamma} \}. \quad (28)$$

A. Optimal TROC with Non-Ideal Channel Estimation

By forcing to zero the derivative of the argument in (28) and remembering that $\bar{\gamma} > 0$, $\Gamma\left[0, \rho_{TH}^2 / (2\sigma_N^2(1+\varepsilon))\right] > 0$, and $\rho_{TH} \geq 0$, we obtain:

$$\frac{-2\rho_{TH}}{\sigma_N^2(1 + \varepsilon)} f_1(\varepsilon, \rho_{TH}) + f_1'(\varepsilon, \rho_{TH}) \times \left[\Gamma\left[0, \rho_{TH}^2 / (2\sigma_N^2(1+\varepsilon))\right] + \frac{N_u-1}{M} f_2(\varepsilon, \rho_{TH})\right] = f_1(\varepsilon, \rho_{TH}) \left[\Gamma\left[0, \rho_{TH}^2 / (2\sigma_N^2(1+\varepsilon))\right] + \frac{N_u-1}{M} f_2(\varepsilon, \rho_{TH})\right], \quad (29)$$

where $f'(\cdot)$ stands for the first derivative of $f(\cdot)$ evaluated with respect to $\rho_{TH}$. Let us now define the system load as

$$\eta \equiv \frac{N_u - 1}{M} \quad (30)$$

and the parameter $\xi$ as

$$\xi \equiv 2\eta \varepsilon \xi. \quad (31)$$

Since

$$\Gamma'\left[0, \rho_{TH}^2 / (2\sigma_N^2(1+\varepsilon))\right] = -\frac{2\varepsilon}{\rho_{TH} e^{-\rho_{TH}^2 / (2(1+\varepsilon)\sigma_N^2)}} \cdot$$

the (29) becomes as in (32) (bottom of the next page), where

$$f_1'(\varepsilon, \rho_{TH}) = \frac{\rho_{TH}^2 3\varepsilon^2}{\sigma_N^2(1 + \varepsilon)(4 + 3\varepsilon)} e^{\frac{\rho_{TH}^2}{2\sigma_N^2(1+\varepsilon)}} \times \left[1 - \frac{2\varepsilon}{(1 - \varepsilon^2)(4 + 3\varepsilon)} e^{\frac{\rho_{TH}^2}{2\sigma_N^2(1+\varepsilon)}} \right]. \quad (33)$$
and
\[
f_2(\varepsilon, \rho_{TH}) = \frac{\rho_{TH}}{\sigma_b^2(1 + \varepsilon)} - e^{-\frac{\rho_{TH}}{\sigma_b^2(1 + \varepsilon)}} \left[ \varepsilon - e^{-\frac{\rho_{TH}}{\sigma_b^2(1 + \varepsilon)}} e^{\frac{\rho_{TH}}{\sigma_b^2(1 + \varepsilon)}} \right] - 1
\]
\[
+ \frac{\rho_{TH}}{\sigma_b^2(1 + \varepsilon)} e^{-\frac{\rho_{TH}}{\sigma_b^2(1 + \varepsilon)}} \left( 1 - 2\varepsilon e^{-\frac{\rho_{TH}}{\sigma_b^2(1 + \varepsilon)}} \right) e^{\frac{\rho_{TH}}{\sigma_b^2(1 + \varepsilon)}} \left( 1 - 2\varepsilon e^{-\frac{\rho_{TH}}{\sigma_b^2(1 + \varepsilon)}} \right)
\]
\[
+ \frac{2\rho_{TH}}{\sigma_b^2(1 + \varepsilon)} e^{-\frac{\rho_{TH}}{\sigma_b^2(1 + \varepsilon)}} \left[ \frac{2\varepsilon^2 - e^{-\frac{\rho_{TH}}{\sigma_b^2(1 + \varepsilon)}} e^{\frac{\rho_{TH}}{\sigma_b^2(1 + \varepsilon)}}}{(1 - \varepsilon^2)(4 + 3\varepsilon)} \right].
\]

It is important to note that the parameter \( \xi \) quantifies how the system is noise-limited (low values) or interference-limited (high values) and represents the implicit solution for the problem of finding the optimum value of \( \rho_{TH} \) for all possible values of SNR, number of subcarriers, and number of active users, with non-ideal channel estimation. Thus, for each combination of the system parameters, there is a value of \( \rho_{TH} \) that minimizes the BEP. In addition, it is important to observe that \( \rho_{TH} \) only depends, through \( \xi \), on processes slowly varying with respect to the performance perceived by the users. Hence, we propose and investigate an adaptive TORC detection in which \( \rho_{TH} \) is slowly adapted to the optimum value for the current set of parameters \( \bar{\eta} \), \( M \), and \( N_u \), for a given \( \varepsilon \).

**B. Optimal TORC with Ideal Channel Estimation**

In the case of ideal CSI (\( e_m = 0 \) in (4) and \( \varepsilon = 0 \)) equation (26) becomes
\[
\bar{\eta} = \frac{\bar{\eta} e^{-\frac{\rho_{TH}}{\sigma_b^2}}}{2N_{u} - 2\bar{\eta}} e^{-\frac{\rho_{TH}}{\sigma_b^2}} \left( e^{-\frac{\rho_{TH}}{\sigma_b^2}} - e^{-\frac{\rho_{TH}}{\sigma_b^2}} \right) \bar{\eta} + I(0, \frac{\rho_{TH}}{2\sigma_b^2}).
\]

For what concern the minimization of the BEP, the solving equation giving the optimum \( \rho_{TH} \) results
\[
\xi = 2 \left( \frac{\sigma_b^2}{\rho_{TH}^2} - e^{-\frac{\rho_{TH}}{\sigma_b^2}} \right) \left( 0, \frac{\rho_{TH}^2}{2\sigma_b^2} \right).
\]

As can be observed, the expression of \( \xi \) as a function of \( \rho_{TH} \) given by (32) is rather complex with respect to (36), thus the evaluation of the optimum threshold is more complicated when errors on the channel estimation occur. However, as will be verified in Sec. VII-A, for several situations of interest, the optimum threshold is almost the same in both cases, with perfect and imperfect CSI. This means that a system designer can adopt the value of the threshold in perfect CSI conditions also in presence of channel estimation errors.

**VI. Bit Error Outage**

In digital wireless communications where small-scale fading is superimposed to large-scale fading (i.e., shadowing) [21], another important performance metric is given by the BEO, defined as the probability that the BEP exceeds a maximum tolerable level (i.e., the target BEP, \( \text{P}_b^* \)) [15]:
\[
P_o \triangleq \text{P}\{P_b > \text{P}_b^*\} = \text{P}\{\bar{\eta}_{db} < \bar{\eta}_{db}^*\},
\]
where \( \bar{\eta}_{db} = 10\log_{10} \bar{\eta} \) and \( \bar{\eta}_{db}^* \) is the SNR (in dB) giving the BEP equal to \( \text{P}_b^* \) (i.e., \( \text{P}_b(\bar{\eta}^*) = \text{P}_b^* \)).

We consider the case of a shadowing environment in which \( \bar{\eta} \) is log-normal distributed with parameters \( \mu_{db} \) and \( \sigma_{db}^2 \) (i.e., \( \bar{\eta}_{db} \) is a Gaussian RV with mean \( \mu_{db} \) and variance \( \sigma_{db}^2 \)). Hence, the BEO results in
\[
P_o = \frac{1}{2} \text{erfc} \left( \frac{\mu_{db} - \bar{\eta}_{db}^*}{\sqrt{2\sigma_{db}^2}} \right).
\]

By inverting (25), the target SINR giving a BEP equal to the target BEP \( \text{P}_b^* \) is
\[
\bar{\eta}^* = \left( \text{erfc}^{-1}(2\text{P}_b^*) \right)^2,
\]
where \( \text{erfc}^{-1} \) is the inverse complementary error function. Hence, we derive the required SNR, \( \bar{\eta}^* \), as a function of \( \bar{\eta}^* \), \( \rho_{TH} \), and \( \eta \), as given by
\[
\bar{\eta}^* = \frac{2\zeta^* \Gamma \left( 0, \frac{\rho_{TH}^2}{2\sigma_b^2} \right)}{1 + \varepsilon} \left[ f_1(\varepsilon, \rho_{TH}) e^{-\frac{\rho_{TH}}{2\sigma_b^2(1 + \varepsilon)}} - 2\zeta^* f_2(\varepsilon, \rho_{TH}) \right].
\]

The equation (40) (or (41) with perfect CSI) enables the derivation of the optimal \( \rho_{TH} \) which minimizes the required SINR for a target \( \text{P}_b^* \) and a given system load \( \eta \). In addition, given the target BEP and BEO, from (40) (or (41) with perfect CSI) and (38) we obtain the required value of \( \mu_{db} \) that is the median value of the SNR; this is useful for wireless digital communication systems design, since it is strictly related to the link budget when the path-loss law is known. By fixing the target performance in terms of \( \text{P}_b^* \), starting from (26) and remembering the expressions of \( \eta \), we can derive the relation between \( \eta \), \( \bar{\eta}^* \), \( \rho_{TH} \), and \( \bar{\eta}^* \) as given by
\[
\eta = \frac{\bar{\eta}^* f_1(\varepsilon, \rho_{TH}) e^{-\frac{\rho_{TH}}{2\sigma_b^2(1 + \varepsilon)}} - \bar{\eta}^* \Gamma \left( 0, \frac{\rho_{TH}^2}{2\sigma_b^2(1 + \varepsilon)} \right)}{2\zeta^* \bar{\eta}^* f_2(\varepsilon, \rho_{TH})},
\]

**Authorized licensed use limited to: Universita degli Studi di Bologna. Downloaded on January 7, 2010 at 05:46 from IEEE Xplora. Restrictions apply.**
that, in case of perfect CSI reduces to:

$$\eta = \frac{\bar{\gamma} \left[ e^{-\frac{2\sigma_h^2}{\sigma_s^2}} - \frac{2\sigma_h^2}{\sigma_s^2} \right]}{2 \bar{\gamma}} \left( e^{-\frac{\sigma_h^2}{\sigma_s^2}} - e^{-\frac{2\sigma_h^2}{\sigma_s^2}} \right).$$

(43)

VII. NUMERICAL RESULTS

In this section, numerical results related to the BEP and the BEO for the downlink of MC-CDMA systems with optimized TORC detection are given and compared with those of other combining techniques. Both ideal and non-ideal channel estimation are considered in uncorrelated Rayleigh fading as well as in time and frequency correlated channels. The value of $\sigma_h^2$ will be considered equal to $1/2$.

A. Non-Ideal Channel Estimation

We now present analytical results in the presence of channel estimation error and compare the BEP obtained with TORC detector with the BEP using MRC and EGC.

In Fig. 2, the BEP given by (25) as a function of the TORC threshold $\rho_{TH}$, is presented when the system is fully loaded with $N_u = M = 1024$ as a function of the mean SNR $\bar{\gamma}$. The optimum value of $\rho_{TH}$ minimizing the BEP can be observed. Moreover, the effect of channel estimation errors is shown and compared with the case of perfect CSI ($\varepsilon = 0$). In particular, a normalized variance of channel estimation errors, $\varepsilon = 0$, 10%, and 30% is considered. Note that $\rho_{TH}$ strongly affects the BEP; in fact, focusing on the curves related to $\bar{\gamma} = 10$ dB and $\varepsilon = 10\%$, a $P_b \simeq 7.3 \cdot 10^{-2}$ is given by adopting a value of $\rho_{TH} = 0$ (ORC), while $P_b \simeq 1.7 \cdot 10^{-2}$ with $\rho_{TH} = 0.2$.

It is also important to observe that, in spite of the presence of channel estimation errors, the optimum value of the threshold minimizing the BEP does not significantly change with $\varepsilon$ for a given value of the mean SNR. Hence, the optimum value of $\rho_{TH}$ for perfect CSI in (36) represents a good solution also in the case of channel estimation errors.

In Fig. 3, the BEP as a function of the mean SNR $\bar{\gamma}$ is shown when $\rho_{TH} = 0.2$ varying the normalized variance of the channel estimation errors $\varepsilon$. The system is assumed fully loaded with $N_u = M = 1024$. A comparison with MRC and EGC techniques (these with perfect CSI) is presented. As can be observed, TORC detection always outperforms MRC also when $\varepsilon$ is not zero. On the other hand, EGC outperforms TORC detection for low values of the mean SNR due to a sub-optimum value of the threshold. In fact, as we can see from Fig. 2, $\rho_{TH} = 0.2$ is optimum when $\bar{\gamma} = 10$ dB, but the optimum value changes with the mean SNR. As $\bar{\gamma}$ increases, TORC outperforms EGC.

In Fig. 4, the value of the threshold $\rho_{TH}$ giving $P_b = P_b^*$ ($\varepsilon = 0$) is plotted as a function of the mean SNR $\bar{\gamma}$ for fully loaded ($N_u = M = 1024$), half loaded ($N_u = 512$) and a quarter loaded ($N_u = 256$) system.
the fact that, to achieve the target BEP, a suitable value for $\gamma$ has to be chosen to avoid an unnecessary increasing of $\xi$. Moreover, the low impact of the channel estimation error on the choice of $\rho_{\text{TH}}$ with respect to the case of perfect CSI can be appreciated.

From (32) and (36), for the case of ideal and non-ideal CSI, respectively, the evaluation of the optimum value of $\rho_{\text{TH}}$ is enabled for different combinations of $\gamma$, $M$, and $N_u$, that is for different values of $\xi$, as reported in Fig. 5. In particular, the figure states that if the system is noise-limited (low $\xi$), an optimum TORC detector requires a value for $\rho_{\text{TH}}$ close to 1, while, if the system is interference-limited (high $\xi$), a choice close to ORC (i.e., $\rho_{\text{TH}} = 0$) is required. Monte Carlo simulation results are also provided for the case of perfect CSI, showing a perfect agreement on the optimum $\rho_{\text{TH}}$ and, thus, validating our analysis.

B. Ideal Channel Estimation

In Fig. 6 we show the analytical BEP for TORC detection as a function of $\rho_{\text{TH}}$ for different values of $\gamma$ and $M = N_u = 64$. Simulation results are also given showing the goodness of the presented approach even for a moderate number of subcarriers. Analysis and simulation are in good agreement especially for what concern the value of $\rho_{\text{TH}}$ providing the minimum BEP. Moreover, it can be noticed that the choice of the optimum value of $\rho_{\text{TH}}$ guarantees a significant performance improvement (which appears more relevant as the mean SNR increases) confirming the literature [11], [12], [14], [18]. Note also that, by increasing the mean SNR, $\gamma$, the effect of noise becomes negligible, thus, the optimum value of the threshold minimizing the BEP approaches zero (remember, in fact, that the threshold is chosen to neglect those subchannels contribution highly corrupted by the noise).

In Fig. 7 the performance improvement of an adaptive TORC detector with respect to classical EGC and fixed TORC (with threshold $\rho_{\text{TH}} = 0.25$ and $\rho_{\text{TH}} = 0.4$) is shown for a fully-loaded system ($N_u = M = 1024$) at various SNRs. The BEP for MMSE detection from [23] is also plotted for further comparison. Note that MMSE represents the optimum among the linear combining techniques always providing the better performance and it is less than 1 dB away from what obtained using TORC with the optimum $\rho_{\text{TH}}$. Hence, an adaptive TORC detector allows to obtain performance very close to the optimum MMSE despite the lower complexity. For further comparison, the BEP is also plotted for the partial combining (PC) technique presented in [19] with optimum parameter $\beta$ and it can be observed that TORC outperforms PC as the SNR increases, when the optimal threshold is used.

The case of time and frequency correlated fading channels is considered in Fig. 8, where the simulated BER is plotted as a function of $\rho_{\text{TH}}$ when $N_u = M = 64$ for the SUI-1 three-rays channel model [24] [25] (on the three rays: delays...
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0, 0.4, and 0.9 μs; attenuation 0, 15, and 20 dB referred to omnidirectional antennas; Ricean factor 4, 0, 0; Doppler spectrum 0.4, 0.3, 0.5 Hz, respectively). Different values of mean the SNR, \( \tau \), are considered. As can be observed, the BER achieved in this kind of correlated fading channel is inferior to that of uncorrelated fading presented in Fig. 6. Moreover, there is still an optimum value for the threshold giving the minimum BER and this value almost agree with the optimum one in uncorrelated fading. This is an important aspect which highlights how the proposed framework enables to obtain a good value of the TORC threshold also in these kinds of channel.

In Fig. 9, the BEO as a function of the median SNR, \( \mu_{dB} \), is reported in uncorrelated fading channel for target BEP \( P_b^* = 10^{-2} \) and different system loads when TORC with optimum \( \rho_{TH} \) or EGC are adopted in log-normal shadowing with \( \sigma_{dB} = 8 \). Fully loaded EGC is not considered since it can not reach the target performance in the considered range for \( \mu_{dB} \). In fact \( \eta = 67\% \) is the maximum tolerable load which guarantees \( P_b^* = 10^{-2} \) with EGC (by adopting MRC, \( P_b^* = 10^{-2} \) can be reached with a maximum system load \( \eta = 18\% \)). It can also be observed that, while the BEO is quite sensitive to the system load for EGC, it is quite insensitive adopting the optimum threshold (i.e., adaptively changing \( \rho_{TH} \) to \( \mu_{dB} \) and \( \eta \) variations).

By fixing both BEP and BEO, our framework enables the derivation of the required median SNR for various system loads. As an example, in Fig. 10, the value of \( \mu_{dB} \) required by different combining solutions to obtain a target BEP equal to \( 10^{-2} \) and a target BEO equal to 1\% and 5\%, is plotted versus \( \eta \) for \( \sigma_{dB} = 8 \). These results show a strong impact of the \( \rho_{TH} \) choice on the required \( \mu_{dB} \). In particular, when a TORC detector is adopted, the use of the optimum value of \( \rho_{TH} \), following the system load variations, always provides the better performance with respect to a fixed values of \( \rho_{TH} \) such as 0.15 or 0.25. The EGC provides the better performance only for low values of \( \eta \) and it is significantly outperformed by adaptive TORC when the system load increases.

**VIII. CONCLUSION**

In this paper we analyzed the downlink of a MC-CDMA system with TORC detector at the receiver side and evaluated the performance, in terms of both BEP and BEO, with ideal and non-ideal channel estimation. We derived the value of the TORC threshold that optimizes the BEP, showing a performance improvement with respect to both the traditional TORC detection with fixed threshold and other linear combining techniques, such as EGC and MRC. We evaluated the optimal threshold as a function of other system parameters, as the number of subcarriers, the number of active users, and the mean SNR averaged over small-scale fading. This opens the way to an adaptive variation of the threshold following slow processes variations. Adaptive TORC significantly improves the performance in small-scale fading and log-normal shadowing conditions. Moreover, the analytical framework developed allows to assert that the optimum value of the
TORG threshold does not significantly change considering perfect or imperfect CSI, meaning that a system designer can adopt the optimum value of the threshold in perfect CSI conditions also with channel estimation errors. The results are also compared with simulations confirming the validity of the analytical framework. Both uncorrelated and correlated fading channel models have been considered.

### Appendix

**Test Statistics with Channel Estimation Error**

We evaluate the following expressions: (i) \( \mathbb{E} \{ \Theta(\rho_{TH}) \} \); (ii) \( \mathbb{E} \{ \hat{\rho}^2 - 2u(\hat{\rho} - \rho_{TH}) \} \); (iii) \( \mathbb{E} \{ \Theta^2(\rho_{TH}) \} \); where \( \Theta(\rho_{TH}) = u(\hat{\rho} - \rho_{TH})\hat{\rho}^{-1}\cos(\theta - \hat{\theta}) \) and \( \hat{\rho} \) is Rayleigh distributed:

\[
p_{\hat{\rho}}(x) = \frac{x}{\sigma_{\hat{\rho}}^2 + \sigma_e^2} e^{-\frac{x^2}{2(\sigma_{\hat{\rho}}^2 + \sigma_e^2)}}. \quad (44)
\]

The \( m \)th estimated complex channel coefficient is \( \hat{h}_m = h_m + e_m. \) By decomposing in the real and imaginary parts \( (h_m = X_m + jY_m \) and \( e_m = X_{e_m} + jY_{e_m}, \) with \( j \) imaginary unit), and since \( h_m \) and \( e_m \) are zero mean complex Gaussian distributed, then \( X_m \) and \( Y_m, X_{e_m} \) and \( Y_{e_m} \) result zero mean Gaussian distributed with variance \( \sigma_e^2 \) and \( \sigma_2^2, \) respectively.

For what concern the evaluation of \( \mathbb{E} \{ \Theta(\rho_{TH}) \} \), it can be written as in (45) at the bottom of this page. By defining now the variables \( \tilde{X} = X + X_e \) and \( \tilde{Y} = Y + Y_e, \) they are the sum of independent zero mean Gaussian RVs, thus distributed as

\[
\tilde{X}, \tilde{Y} \sim N(0, \sigma_0^2 + \sigma_e^2), \quad (46)
\]

then, \( \mathbb{E} \{ \tilde{X}\tilde{Y} \} = 0, \mathbb{E} \{ \tilde{X}X_e \} = \sigma_e^2 \) and \( \mathbb{E} \{ \tilde{Y}Y_e \} = \sigma_e^2. \)

Hence, (45) becomes

\[
\mathbb{E} \{ \Theta(\rho_{TH}) \} = A_1 - A_2, \quad (47)
\]

where \( (\varepsilon = \sigma_e^2/\sigma_0^2) \)

\[
A_1 = \mathbb{E} \{ u(\hat{\rho} - \rho_{TH}) \} = \int_{\rho_{TH}}^{\infty} p_{\hat{\rho}}(x)dx = e^{-\frac{\rho_{TH}^2}{2(1+\varepsilon)}}. \quad (48)
\]

For what concern the second term to be evaluated

\[
A_2 = \mathbb{E} \{ \hat{\rho}^2 - 2u(\hat{\rho} - \rho_{TH}) \} = \int_{\rho_{TH}}^{\infty} e^{-\frac{\rho_{TH}^2}{2(1+\varepsilon)}} \left( \theta - \hat{\theta} \right) d\hat{\rho}, \quad (49)
\]

Finally, we can write

\[
\mathbb{E} \{ \Theta(\rho_{TH}) \} = e^{-\frac{\rho_{TH}^2}{2(1+\varepsilon)}} - \frac{2\varepsilon e^{-\frac{\rho_{TH}^2}{2(1+\varepsilon)}}}{(1 - \varepsilon^2)(4 + 3\varepsilon)}. \quad (50)
\]

For what concern the second term to be evaluated

\[
\mathbb{E} \{ \hat{\rho}^2 - 2u(\hat{\rho} - \rho_{TH}) \} = \frac{1}{2(\sigma_e^2 + \sigma_0^2)} \left[ 0, \frac{\rho_{TH}^2}{2(\sigma_e^2 + \sigma_0^2)} \right], \quad (51)
\]

being \( \Gamma[0, x] \) the incomplete Euler Gamma function.

The term \( \mathbb{E} \{ \Theta^2(\rho_{TH}) \} \) is given in (52), where \( A_3 = A_1, \) whereas \( A_4 \) and \( A_5 \) are evaluated in the following. By changing coordinates into polars, we can write

\[
A_4 = \int_{\rho_{TH}}^{\infty} r^3 e^{-\frac{r^2}{2\sigma_0^2}} \left( \theta - \hat{\theta} \right) d\hat{\rho}, \quad (52)
\]

Finally, we can write

\[
A_5 = \mathbb{E} \{ \hat{\rho}^2 - 2u(\hat{\rho} - \rho_{TH}) \} = \frac{1}{2(\sigma_e^2 + \sigma_0^2)} \left[ 0, \frac{\rho_{TH}^2}{2(\sigma_e^2 + \sigma_0^2)} \right], \quad (53)
\]
where

\[
A'_4 \simeq \frac{\sqrt{\pi} \sigma_x^2 e^{\frac{\sigma_x^2}{4}}}{\sqrt{1 + \frac{\varepsilon}{2}} \sqrt{2} \pi \sigma_h(1 - \varepsilon)(1 + \varepsilon)^{3/2}} \times \left\{ \begin{array}{l}
12 \sigma_h^4 + 12 \sqrt{2} \sigma_h^2 \sigma_x^2 + \sigma_x^4 & I_0 \left[ \frac{\sigma_x^2 r^2}{16 \sigma_h^2 (\sigma_h^2 + \sigma_x^2)} \right] \\
+ 4 \sigma_h^4 + 4 \sigma_h^2 \sigma_x^2 + 2 \sigma_x^2 r^2 & \frac{\sigma_x^2 r^2}{\sigma_h^2 - \sigma_x^2} I_1 \left[ \frac{16 \sigma_h^2 (\sigma_h^2 + \sigma_x^2)}{\sigma_x^2 r^2} \right]
\end{array} \right\
\]

Then \( A_4 \) results in (54), with

\[
C = \frac{\sqrt{\pi} \varepsilon}{\sqrt{1 + \frac{\varepsilon}{2}} \sqrt{2} \pi \sigma_h^2 (1 - \varepsilon)(1 + \varepsilon)^{3/2}}
\]

\[
B_1 \simeq \frac{3 \sigma_h^2}{2} \sqrt{\pi} \left( \frac{\varepsilon}{4(1 + \varepsilon)} \right)^{1/2} = 3 \sigma_h^2 \sqrt{\pi} \left( \frac{8 + 7 \varepsilon}{\sigma_h^2 (1 + \varepsilon)} \right)^{-1/2} 2F_1 \left[ \frac{3}{4}, 1, \left( \frac{\varepsilon^2}{8 + 7 \varepsilon} \right)^2 \right]
\]

\[
B_2 \simeq \frac{\varepsilon}{(1 + \varepsilon)} \frac{2 \sqrt{\pi}}{(8 + 7 \varepsilon)} 2F_1 \left[ \frac{5}{4}, 2, \frac{\varepsilon^2}{(8 + 7 \varepsilon)^2} \right]
\]

\[
B_3 \simeq \frac{3 \sqrt{\pi} \varepsilon \sigma_h}{4(8 + 7 \varepsilon)} 2F_1 \left[ \frac{3}{4}, 1, \left( \frac{8 + 7 \varepsilon}{\sigma_h^2 (1 + \varepsilon)} \right)^{3/2} \right]
\]

\[
B_4 \simeq \frac{3 \sqrt{\pi} \varepsilon^2 \sigma_h}{2(8 + 7 \varepsilon)} 2F_1 \left[ \frac{5}{4}, 2, \frac{\varepsilon^2}{(8 + 7 \varepsilon)^2} \right]
\]

being \( I_0 \) the modified Bessel function of the first kind and order zero, \( K(m) \) the complete elliptic integral of the first kind, and \( 2F_1[a, b, c, z] \) the hypergeometric function.

By following the same procedure applied to \( A_4 \) also for the term \( A_5 \), we obtain

\[
A_5 = \int_{\rho_{TH}}^{+\infty} e^{-\frac{r^2}{2 \sigma_h^2}} \int_{\rho_{TH}}^{+\infty} e^{-\frac{(2\rho_{TH}^2 + r^2) e}{\sigma_e^2 (\sigma_h^2 - \sigma_e^2)}} I_1 \left( \frac{r \rho_{TH}}{2 \sigma_h^2} \right) dr d\rho_{TH}
\]

\[
= \int_{\rho_{TH}}^{+\infty} e^{-\frac{r^2}{2 \sigma_h^2}} \int_{\rho_{TH}}^{+\infty} \frac{\sigma_e^2 r \cdot e^{-\frac{(2\rho_{TH}^2 + r^2) e}{\sigma_e^2 (\sigma_h^2 + \sigma_e^2)}}}{2(\sigma_h^2 - \sigma_e^2)(\sigma_h^2 + \sigma_e^2)^2} dr d\rho_{TH}
\]

\[
= \frac{2 \sigma_e^2 r^2}{(\sigma_h^2 - \sigma_e^2)(\sigma_h^2 + \sigma_e^2)(4 \sigma_h^2 + 3 \sigma_e^2)} e^{-\frac{0.85}{8} \left( \frac{2 + \sqrt{2}}{\sigma_h^2 + \sigma_e^2} \right)} + \frac{2 \sigma_e^2 r^2}{(1 - \varepsilon^2)(4 + 3 \varepsilon)} e^{-\frac{0.85}{8} \left( \frac{4 + 3 \varepsilon}{\sigma_h^2 (1 + \varepsilon)} \right)} .
\]

Hence,

\[
E\{\Theta^2(\rho_{TH})\} \simeq A_3 + A_4 - 2A_5.
\]
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