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Abstract—The Vehicle Routing Problem (VRP) is a NP-hard and Combinatorial optimization problem. Combinatorial optimization problem can be viewed as searching for best element in a set of discrete items, which can be solved using search algorithm or meta heuristic. In this work, VRP is solved using population based search algorithm, Particle Swarm Optimization (PSO) with crossover and mutation operators. In this paper, the PSO for VRP is considered from two aspects: the hybrid PSO algorithm and particle encoding method. The technical details required for this application are discussed. The computational result shows that the results of hybrid PSO for VRP are competitive.

Index Terms—Genetic operators, Hybrid Strategy, Particle swarm optimization, Particle encoding, Vehicle Routing Problem.

I. INTRODUCTION

The VRP was first introduced by Dantzig and Ramset [8], where the objective is to find a route with the lowest cost for the vehicles stationed at a depot and to satisfy the demands of customers situated at geographically dispersed location. The route of each vehicle should start and end at the depot by visiting each customer only once. VRP in a broad sense is a generic name given to a whole class of problems in which a set of routes for a fleet of vehicles based at one or several depots. Because of its overall presence in the fields of transportation, distribution and logistics VRP arises as one of the most challenging combinatorial optimization task, even it is defined more than fifty decades ago. Often the context of VRP is to deliver the goods located at central depot to customers who have placed order for goods. The ultimate goal of VRP is to minimize the travel cost of vehicles for distributing the goods to the customer. Figure 1 shows an example of VRP with 9 customers with two routes.

Several variations of the VRP are existing [12] as follows,

- Capacitated VRP (CVRP) in which the vehicles are limited with capacity while servicing the customer demands.
- VRP with Time Window (VRPTW) where the customers have time windows within which the deliveries must be made.
- VRP with pickup and delivery (VRPPD) is to find optimal route for a fleet of vehicles to visit the pickup location for loading the goods and drop the goods to different delivery location.
- Distance Constraint VRP (DCVRP) has maximum length for each vehicle to travel.

Generally, VRP is divided into two subclasses, asymmetric VRP (aVRP) and symmetric VRP (sVRP). Let the traveling cost from location \(a\) to location \(b\) is \(cost_{ab}\). If the \(cost_{ab}\) is equal to \(cost_{ba}\) then it is sVRP, otherwise aVRP. This paper involves sVRP using capacitated vehicles.

Many solutions are proposed to solve VRP a NP-hard problem and finding a globally minimum solution is computationally complex. As a consequence,
evolutionary computing methods have been applied for VRP to find a near optimal solution in a reasonable amount of time. For example: genetic algorithm, Ant Colony Optimization and Particle Swarm Optimization.

Particle Swarm Optimization (PSO) is a population based search algorithm proposed by Kennedy and Eberhart [13] which was motivated by the organism behavior such as schooling of fish and flocking of birds. PSO can solve a variety of difficult optimization problems. PSO uses the physical movement of the individuals in the swarm. PSO has a flexible, well-balanced mechanism to enhance and adapt, to the global and local exploration abilities. PSO is simple in coding and consistency in performance.

In order to make PSO applicable to VRP, the relationship between particle position and vehicle routes must be clearly defined. The definition of particle as an encoded solution is usually called a solution representation and the method to convert it to problem specific solution is usually called a decoding method. In this work, permutation encoding is used to represent the solution and it is decoded as routes for each vehicle. Genetic operators are incorporated with PSO for updating the particles.

II. LITERATURE SURVEY

Many solution techniques have been proposed to solve VRP. Some techniques include Tabu Search (TS) [10], Simulated Annealing (SA) [17] etc. In recent years Genetic Algorithm (GA) and PSO have drawn a great deal of attention from researchers due to its robustness and flexibility. Yi-Liang Xu [21] in their paper, proposed three genetic representations for VRP which uses fuel truck dispatch system data set for their investigation with hybrid GA and 2-opt routing optimization technique. GA with neighborhood search method was adopted by Baker et al. [4]. They proved that the results are competitive with TS and SA. In [5], a hybrid genetic algorithm to address the capacitated vehicle routing problem is proposed. A finite automata to produce individual population and a different evolutionary way enlightened by hermaphrodites to VRP was proposed by Y Zhang et al. [22]. A hybrid algorithm based on GA and TS for solving CVRP was studied by Guido et al. [11], which describes two simple heuristics and introduced a new chain mutation genetic operator. Thangiah and Gubbi [19] used GA to find good cluster of customers for VRP with ‘cluster first and route second’ heuristics.

N. Li [16], Z.J. Shao [18], and X. G. Luo [14] adapt a mixed approach GL-PSO for solving VRP. Vehicle routing with stochastic travel times, vehicle with non-full load respectively. Their results are proved to be quick and effective. N.Z. Zhang [23] applied FDR-PSO (Fitness-Distance-Ratio based PSO) to facility VRP using nbest along with gbest and lbest. In Chen et al [7], discrete particle swarm optimization combines global search, local search and SA with certain probability to avoid being trapped in local optimum for CVRP. Ai and Kachitvichyanukul [1] used classical PSO without any hybridization. They also used GLNR-PSO for solving VRP with simultaneous pickup and delivery [2] and CVRP [3]. GLNR-PSO is a multiple social structure technique by combining nbest, lbest and gbest. Y. Wu [20] used multi-population PSO for solving VRPTW. More researches are done by incorporating Ant Colony Optimization, Tabu search, etc. in PSO for solving VRP and its variants.

In this work, PSO with genetic operators are used to solve VRP. The paper is organized with brief problem definition in section 3, detailed explanation of proposed work in section 4 with results and discussion in section 5 and 6. Section 7 discusses the computational complexity of proposed work followed by conclusion of work in section 8.

III. PROBLEM DEFINITION

VRP is generally defined as follows: n customers with known demand d_i (i=1 to n) are serviced with m vehicles stationed at depot with uniform capacity q. VRP is to service all the customers with the following objectives and constraints:

Objectives
- Minimize the total number of vehicles used
- Minimize the distance traveled by each vehicle

Constraints
- Load of each vehicle should not exceed the given vehicle capacity
- Each customer is serviced exactly once
- Each vehicle route starts and ends at depot

The problem is given with a set of

Customers: \( C_1, C_2, \ldots, C_n \)
Demands: \( d_1, d_2, \ldots, d_n \)
Vehicles: \( v_1, v_2, \ldots, v_m \)
Capacity: \( q \)

where \( c_i \in C \) are the set of customers distributed in the Euclidean plane \((x, y)\) whose distances are symmetric, the demand \(d_i\) and capacity \(q\) of vehicle are positive integers. The \(Cost_{ij}\) is the travelling cost/distance between customer \(i\) to customer \(j\).

The objective function is shown as below

\[
\min \sum_{k=1}^{m} \sum_{i=0}^{n} \sum_{j=0}^{n} \cos t_{ij} \cdot x_{ijk} \quad (1)
\]

Subject to

\[
\sum_{i=1}^{n} d_i \cdot y_{ij} \leq q, \quad k = 1, 2, \ldots, m \quad (2)
\]

\[
\sum_{k=1}^{m} y_{ij} = 1, \quad i = 1, 2, \ldots, n \quad (3)
\]
\[ \sum_{i=0}^{n} x_{ik} \cdot x_{ij} = y_{ij}, \ j = 0,1,2...m, \ \forall k \]  
\[ \sum_{j=0}^{n} x_{ik} \cdot y_{ij} = 0,1,2...n, \ \forall k \]  

Where \( x_{ik} \) is a binary variable indicating whether vehicle \( k \) arrives at customer \( j \) from customer \( i \), \( x_{ij} = 1 \) if vehicle \( k \) arrives at customer \( j \) from customer \( i \), otherwise 0. The \( y_{ij} \) is a binary variable indicating whether the customer \( i \) is served by vehicle \( k \), \( y_{ij} = 1 \) if customer \( i \) is served by vehicle \( k \), otherwise 0. The objective function (1) strives to minimize the total travel cost of each vehicle within a group of customer. The constraint (2) is to restrict that the total demand of the vehicle should not exceed its capacity. Constraint (3) represents each customer demand is satisfied and fulfilled by one vehicle. Constraint (4) and (5) ensure that only one vehicle arrive and depart from a customer.

IV. PROPOSED WORK

In this work, the PSO is incorporated with crossover and mutation operators of GA to provide better results. Initial particles are generated using greedy approach and updated using varying inertia. Permutation encoding is used to represent the solution. A decoding procedure is used for converting solution to routes. A local search 2-opt is used to optimize the route of each vehicle.

A. Particle Swarm Optimization

Each single solution is a bird, called particle in the search space. All particles have fitness value, evaluated using fitness function and velocities directing the particles towards solution. The dimension of a particle is \( N \) and the number of particle is \( M \). The \( i \)th particle is represented by \( X_i = (x_{i1}, x_{i2} \ldots x_{n}) \). The best solution is represented as \( pbest \) or \( P_i = (p_{i1}, p_{i2}, p_{i3}\ldots p_{in}) \). The velocity rate of the particle is \( V_i = (v_{i1}, v_{i2}, v_{i3} \ldots v_{in}) \). In the process of iteration, particles update their own velocities and positions using the following equations (6) and (7).

\[
v_{0}(t+1) = \sum_{i=0}^{n} v_{i}(t) + (c_p \ text{rand}()) [p_{0a}(t) - x_{0a}(t)] + (c_g \ text{rand}()) [p_{ga}(t) - x_{0a}(t)]  
\]

\[
x_{0a}(t+1) = x_{0a}(t) + v_{0a}(t+1)  
\]

1 \( \leq i \leq M \), 1 \( \leq n \leq N \), \( c_p \), \( c_g \) are learning factors, rand() is a random number between (0,1). The w is an inertia factor.

B. Particle Swarm Optimization for VRP with Genetic Operator

The initial solutions are generated using greedy algorithm in step 1. Then the solutions are decoded to the route of each vehicle and its fitness values are evaluated in steps 2 and 3. The solutions are converted to particles position value [6] in step 4. The particles social and cognitive information are updated in steps 5 and 6 and moved by step 9. The elitism is added to preserve the best particles in step 7. After moving, crossover and mutation are applied for particles with \( g_{best} \) in steps 10 and 11. Particles position values are converted back to solution using Ranked Order Value (ROV) or Smallest Position Value (SPV) [9] in step 12. Step 13 is a controlling step for repeating or stopping the iteration. The algorithm is described as follows.

Algorithm 1. PSO for VRP using genetic operators

1. Initialize \( I \) solutions (\( Y_i \)) as a population, using greedy method. Set \( V_i = 0 \) for \( i = 1, 2, 3 \ldots I, t=1 \).
2. For \( i = 1, 2, 3, \ldots, I \), decode \( Y_i \) to a set of vehicle routes \( R_i \).
3. For \( i = 1, 2, 3, \ldots, I \), evaluate the fitness of \( R_i \). Apply local exchange 2-opt to improve the obtained routes \( R_i \).
4. For \( i = 1, 2, 3, \ldots, I \), convert \( Y_i \) into \( X_{pi} \), the particles position value.
5. Set or update the \( p_{best}, P_i=X_{pi} \), if fitness of \( X_i < \) fitness of \( P_i \).
6. Set or update the \( g_{best}, P_{g}=P_i \), if fitness of \( P_i < \) fitness of \( P_{g} \).
7. 20% of particles are preserved without updation as elitism.
8. Repeat the steps 9, 10 and 11 for remaining 80% of particles.
9. Update the velocity and the position of each \( i \)th particle:

\[
v_{0a}(t+1) = w(t) v_{0a}(t) + (c_p \ text{rand}()) [p_{0a}(t) - x_{0a}(t)] + (c_g \ text{rand}()) [p_{ga}(t) - x_{0a}(t)]  
\]

\[
x_{0a}(t+1) = x_{0a}(t) + v_{0a}(t+1)  
\]

10. Perform single point crossover on \( X_i \) with \( g_{best} \).
11. Perform swap and inverse mutation on \( X_i \) based on the probability \( p_n \).
12. Convert the particle position value \( X_i \) into solution \( Y_i \) using smallest position value for all \( i \).
13. If the stopping criterion is met, go to step 2, otherwise \( t = t+1 \).
14. Decode \( P_{g} \) as the best set of vehicles route.

C. Solution Representation

The solution is encoded as integer permutation, \( Y_i = (y_{i1}, y_{i2}, y_{i3} \ldots y_{in}) \). The length of the solution is \( n \) where each \( y_{ij} \) represent the customer. While decoding the solution, the demands are also considered. Each particle is decoded from left, forming a route for each vehicle, satisfying the capacity constraint. The algorithm 2 describes the decoding procedure of solution representation.
Algorithm 2. Decoding method of solution representation
1. Set \( k = 1 \)
2. Scan the solution \( Y_i \) from left to right for all \( i \), \( 1 \leq i \leq I \)
3. Include the first unvisited customer \( y_{ij} \) into the route \( r_{ik} \) for \( 1 \leq i \leq I, 1 \leq j \leq D \) with the capacity constraint (2)
4. If capacity constraint violated, perform local exchange 2-opt for \( r_{ik} \), increment the \( k \)
5. If \( k > m \) stop; else go to step 2

The algorithm is explained in the figure 2 with an example of 6(=\( m \)) customers and 3(=\( m \)) vehicles of uniform capacity 20. The route construction for vehicle 1 starts from \( y_{i1} \) i.e. customer 2 onwards. Customer 2 is assigned to vehicle 1, and then customer 3 is assigned. While assigning customer 4, the constraint (2) is not satisfied, so it is not assigned. Then customer 1 which satisfies the constraint (2) is included to route 1 or vehicle 1. Likewise, the procedure is repeated for all vehicles. Figure 2 illustrates the decoding procedure.

### Algorithm 2.

1. **Permutation encoding**: Convert the solution into a permutation of order \( m \) for all \( i \) and \( j \). The position value is assigned using (8) i.e. \( y_{ij} = x_{i1} + (x_{i\max} - x_{i\min}) / n \lfloor x_{ij} - 1 + \text{rand}() \rfloor \) (8)

   - For 5 customers, let \( Y_i = \{1 2 3 4 5\} \) be the permutation encoding of a solution. Each \( y_{ij} \) is converted to a particle position value \( x_{ij} \) using (8) shown in the following figure 3.

   - Figure 3. Conversion of solution to a particle

   - Figure 4. Representation of Particle and ROV

   - **Local Exchange 2-opt**

   - The common local improvement procedure 2-opt is used in the decoding method to improve the routes of each vehicle. A 2-opt move consists of eliminating two customers and reconnecting the two resulting paths in a different way to obtain a new route. Among all pairs of customers, two customers are selected at random to be eliminated and the two remaining paths are reconnected.

   - **Genetic Operators**

   - The crossover and mutation [15] are the two operators applied for particles to evolve better in next iteration. Single point cross over is applied to all particles with the best, (\( P_g \)). This is done in order to move the particle towards the global optima. The particles are mutated based on \( P_m \). Swap mutation is applied if the random number is less than the \( P_m \) otherwise inversion mutation is applied. The crossover and mutation are elaborated in Algorithm 3.
customer whose 2-opt exchange decreases the length; choose the pair that gives the shortest route. This procedure is then iterated until no such pair of customers is found. The resulting route is called 2-optimal. The formal algorithm for 2-opt is explained in algorithm 4.

Algorithm 4. 2-opt local exchange

1. For \( i = 1, 2, 3, \ldots, n \) and \( j = 1, 2, 3, \ldots, m \)
2. Set \( n_j = \text{number of customers in the route } r_{ij} \)
3. For \( p = 1, 2, \ldots, (n-2) \) and \( q = (p+2), \ldots, n \)
   3.1 Modify route by changing the route direction of customer in the sequence number \( p, p+1 \) and \( q, q+1 \)
   3.2 Evaluate the routing cost
   3.3 If improves modify the route, else return the route without modification

V. COMPUTATIONAL RESULTS


The various form of PSO like simple PSO, PSO without local exchange, hybrid PSO with crossover and mutation algorithms have been implemented in MATLAB 7.0.1 with Pentium 4.0, 2.3 GHz and the algorithm is tested with 10 problem instances of the benchmark data sets. The parameters of PSO: Number of Particles \( I = 100 \), Number of Iteration \( T = 100 \), Initial inertia weight \( w_{\text{init}} = 0.9 \), Last inertia weight \( w_{\text{max}} = 0.1 \), personal best position acceleration constant \( c_p = 0.5 \), Global best position acceleration constant \( c_g = 0.5 \). The mutation probability rate \( p_m = 0.4 \) for performing swap or inversion mutation. The elitism of 20% is used for updating the particle. The boundary values \( x_{\text{min}} = 0.1 \) and \( x_{\text{max}} = 0.7 \) are used for converting the solution to a particle. In the benchmark data set each customer has a node number and a demand. Every customer has \( x \) and \( y \) coordinates and are randomly distributed in the Euclidean plane. The Table 1 lists the characteristics of the problem sets. The column specifies the problem instance, number of customers, vehicle capacity, and number of vehicles respectively. The problem instances of large number of customers, high vehicle capacity, customers with high demands are tested and the results are tabulated in Table 2. The data set is available at http://www.branchandcut.org.

<table>
<thead>
<tr>
<th>Problem instance</th>
<th>No. customers</th>
<th>Vehicle capacity</th>
<th>No. Vehicles</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-n33-k5</td>
<td>32</td>
<td>100</td>
<td>5</td>
</tr>
<tr>
<td>A-n46-k7</td>
<td>45</td>
<td>100</td>
<td>7</td>
</tr>
<tr>
<td>A-n60-k9</td>
<td>59</td>
<td>100</td>
<td>9</td>
</tr>
<tr>
<td>B-n35-k5</td>
<td>32</td>
<td>100</td>
<td>5</td>
</tr>
<tr>
<td>B-n45-k5</td>
<td>44</td>
<td>100</td>
<td>5</td>
</tr>
</tbody>
</table>

The computational results for problem instances are projected in table 2, with Best Known Solution and solution obtained by Chen [7] and Ai et al (SR-2) [3].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A-n33-k5</td>
<td>661</td>
<td>661</td>
<td>661</td>
<td>661</td>
</tr>
<tr>
<td>A-n46-k7</td>
<td>914</td>
<td>914</td>
<td>914</td>
<td>921</td>
</tr>
<tr>
<td>A-n60-k9</td>
<td>1354</td>
<td>1354</td>
<td>1355</td>
<td>1368</td>
</tr>
<tr>
<td>B-n35-k5</td>
<td>955</td>
<td>955</td>
<td>955</td>
<td>955</td>
</tr>
<tr>
<td>B-n45-k5</td>
<td>751</td>
<td>751</td>
<td>751</td>
<td>754</td>
</tr>
<tr>
<td>B-n68-k9</td>
<td>1272</td>
<td>1272</td>
<td>1274</td>
<td>1281</td>
</tr>
<tr>
<td>E-n30-k3</td>
<td>534</td>
<td>534</td>
<td>534</td>
<td>534</td>
</tr>
<tr>
<td>E-n51-k5</td>
<td>521</td>
<td>528</td>
<td>521</td>
<td>522</td>
</tr>
<tr>
<td>F-n72-k4</td>
<td>237</td>
<td>244</td>
<td>237</td>
<td>253</td>
</tr>
<tr>
<td>P-n101-k4</td>
<td>593</td>
<td>602</td>
<td>594</td>
<td>610</td>
</tr>
</tbody>
</table>

The initial best solution and final best solution obtained for the problem instances are projected with the improvement rate in Table 3. The improvement rate is calculated as

\[
\text{Improvement rate} = \frac{\text{Initial best solution} - \text{Final best solution}}{\text{Initial best solution}} \times 100\%
\]

<table>
<thead>
<tr>
<th>Problem instance</th>
<th>Initial Best Solution</th>
<th>Final Best Solution</th>
<th>Improvement rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-n33-k5</td>
<td>720</td>
<td>661</td>
<td>8.19</td>
</tr>
<tr>
<td>A-n46-k7</td>
<td>1102</td>
<td>921</td>
<td>16.42</td>
</tr>
<tr>
<td>A-n60-k9</td>
<td>1617</td>
<td>1368</td>
<td>15.39</td>
</tr>
<tr>
<td>B-n35-k5</td>
<td>1062</td>
<td>955</td>
<td>10.07</td>
</tr>
<tr>
<td>B-n45-k5</td>
<td>820</td>
<td>754</td>
<td>8.04</td>
</tr>
<tr>
<td>B-n68-k9</td>
<td>1465</td>
<td>1281</td>
<td>12.55</td>
</tr>
<tr>
<td>E-n30-k3</td>
<td>613</td>
<td>534</td>
<td>12.88</td>
</tr>
<tr>
<td>E-n51-k5</td>
<td>657</td>
<td>522</td>
<td>20.54</td>
</tr>
<tr>
<td>F-n72-k4</td>
<td>350</td>
<td>253</td>
<td>27.71</td>
</tr>
<tr>
<td>P-n101-k4</td>
<td>1016</td>
<td>610</td>
<td>38.26</td>
</tr>
</tbody>
</table>

The work is also executed as a simple PSO without including GA operators. But the results are not converging to (near) optimal.

VI. DISCUSSIONS

The results of permutation encoding are shown in the Table 2 which is challenging with BKS, Chen and Ai et al results. The proposed work fails to meet the optimal route
length, when the problem instances are big; i.e. having customers of 60 and above. For other problem instances it is almost close to BKS. The \( n \)-dimensional particles are used in this work improves the storage efficiency and also runs faster when compared to \( n+2m \) or \( 3m \)-dimensional particle[3].

The table 3 shows the improvement rate of HPSO. The initial cost of all problem instances are less because of the inclusion greedy algorithm and 2-opt exchange. If greedy algorithm is not included then the initial solution is of so high that takes probably more iteration to converge or may not converge. Figure 5 shows the initial cost is 1220 for a-n33-k5 which takes more than 100 iterations to converge. The improvement rate is less because of the use of heuristics such as greedy and 2-opt exchange. If these heuristics are not used then the initial solution is high, which may increase the improvement rate but will not assure quick converges. Crossover and mutation makes the exploration of various routes in the large solution space.

The effectiveness of hybrid PSO algorithm is shown by comparing the cost with number of iterations. The results are projected for the problem instance a-n33-k5 whose optimal route cost is 661. Fig 5 projects the cost for PSO algorithm without greedy for its initialization. The initial cost is 1220 and even after 100 iterations, it was not converging to 661.

Figure 6 shows the results obtained for PSO with greedy, but without local exchanges. The initial cost is 726 since greedy is used for initialization, because of which it converges within 200 iterations, to an optimal value.

The cost obtained by Hybrid PSO using greedy as well as 2-opt method are shown in fig 7. The initial cost is 726 and because of local exchange an optimal solution is obtained within 100 iterations.

![Figure 5. Cost Evaluation without greedy algorithm](image1)

Table IV shows the improvement rate of HPSO. The initial cost of all problem instances are less because of the inclusion greedy algorithm and 2-opt exchange. If greedy algorithm is not included then the initial solution is of so high that takes probably more iteration to converge or may not converge. Figure 5 shows the initial cost is 1220 for a-n33-k5 which takes more than 100 iterations to converge. The improvement rate is less because of the use of heuristics such as greedy and 2-opt exchange. If these heuristics are not used then the initial solution is high, which may increase the improvement rate but will not assure quick converges. Crossover and mutation makes the exploration of various routes in the large solution space.

![Figure 6. Cost Evaluation without local exchange](image2)

![Figure 7. Cost Evaluation for Hybrid PSO](image3)

VII. COMPUTATIONAL COMPLEXITY

The NP-hard VRP is decomposed into subtask as detailed in section 4, which are relatively solvable tasks. Let \( n \) be the number of customers and \( m \) be the number of vehicles in a depot to service the customers. Then the space complexity is analyzed based on the size of the particles used by PSO. The space complexity is projected in the table 4.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Particle Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen</td>
<td>( nm )</td>
</tr>
<tr>
<td>Ai et al.</td>
<td>( n+2m(SR1) )</td>
</tr>
<tr>
<td></td>
<td>( 3m(SR2) )</td>
</tr>
<tr>
<td>Proposed Algorithm</td>
<td>( n )</td>
</tr>
</tbody>
</table>

The size of particle in the proposed work is \( n \), which automatically reduces the space needed for storing as well as the time taken to decode and for other operations. The time complexity is of the proposed work is given in the table 5.
The time complexity is calculated for a single iteration. The decoding algorithm scans the n dimension particle for m number of time is $O(nm)$. Each particles are converted to positional value and vice versa is $O(n)$. The genetic operation crossover and mutation is performed for each particle is again $O(n)$, but the occurrence of this operation depends on the probability value. Similarly the local exchange heuristics consume $O(n^2)$, where it performs pair-wise swapping.

The NP-hard problem is now solvable with polynomial time because of its sub tasks.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity of an algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decoding Algorithm</td>
<td>$O(nm)$</td>
</tr>
<tr>
<td>Particle Conversion</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>Genetic Operation</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>2-opt local exchange</td>
<td>$O(n^2)$</td>
</tr>
</tbody>
</table>

TABLE V Time Complexity

VIII. CONCLUSION AND FUTURE WORK

This work applies genetic operator along with PSO to solve VRP. In the computational study the benchmark data instances are solved to evaluate the total route cost measure. This study enhances the solution quality of VRP. The space and time complexity of the proposed work is also analyzed, which shows it takes less time within polynomial time to solve VRP. The results obtained are competitive with benchmark results. The particles used are of n-dimension with varying inertia. Initial solutions are generated using greedy algorithm. Elitism is used to preserve the best obtained particles. GA operator’s crossover and mutation are incorporated into PSO for better exploration of particles.

Further VRP can be extended to VRPTW, CVRPTW by including time constraint. The HPSO can be applied for MDVRP a variant of VRP by including more than one depot. This work can be extended for finding the route for garbage collection, school cabs, milk vans, etc. The work can also be applied for task assignment in multiprocessor environment by modifying the decoding procedure.
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