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Abstract
This work aims to develop a practical study of the uninorms as rule antecedent aggregation operator family in Linguistic Fuzzy Modeling. Although they are well known from a theoretical point of view, they have only recently been introduced in a few specific and recent applications. Uninorms are parameterized operators that combine the membership values in the antecedent in a more flexible way than the classically employed t-norms. Therefore, we carried out an in-depth experimental study with six of them, using 23 regression problems of different size and complexity, and reached some conclusions.
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1. Introduction

The design of Fuzzy Rule based Systems (FRBS) for practical fuzzy modeling is a complex task that requires finding the appropriate Knowledge Base, which in fact usually has greater impact on the behavior.

Nevertheless, we can also deal with other important elements of FRBSs, such as the setup of the Inference System and Defuzzification Interface [1, 2]. The most interesting point is that they are complementary to those based on Knowledge Base improvements, and both together can reach higher levels of quality.

Furthermore, these elements can use parameters and become adaptive [3]. It is acknowledged that improvements in the accuracy of fuzzy modeling using adaptive Inference Systems and a Defuzzification Interface could be highly relevant [4, 5, 6].

Focusing on the adaptive Inference System, the most common approach is to use adaptive conjunction operators as antecedent aggregation operators [4]. Then, one or more parameters are employed in their expressions to modify their behavior, allowing us to customize the way each rule infers.

However, in the literature there are other suitable antecedent aggregation operators [7, 8, 9, 10]. In this work, we describe and carry out a practical comparative study on the use of more flexible antecedent aggregation operators, i.e. the uninorms family [11] as they have demonstrated their good performance in several applications [9, 10], but nowadays, there are no practical studies comparing them within their own family to see which ones shows the best behavior.

Uninorms are parameterized operators that provide more degrees of freedom because they can behave as both, conjunction and disjunction, expanding the antecedent aggregation options and therefore encouraging better cooperation between the fuzzy rules and consequently more accurate fuzzy models. They can provide a better chance of adapting the way in which each rule is involved beyond the usual expression of connective aggregation operator implemented with a t-norm.

To carry out the aforementioned comparative study we chose different representative uninorms of the minimum family ($U_{min}$) [12]. This subfamily fulfills the requirements for use as conjunction operators. We tested them with 23 different problems with diverse number of variables and examples, and perform a non-parametric statistical analysis to establish a comparison among them.

In order to show what we did, the paper is organized as follows: Section 2 describes the uninorms family of operators. Section 3 depicts the evolutionary learning algorithm we propose to learn their parameter, and Section 4 studies and analyzes the practical behavior shown by them. Finally, Section 5 presents some concluding remarks.

2. Linguistic fuzzy modeling using uninorms as aggregation operators.

In this section, we depict the basics of the uninorms used as fuzzy antecedent aggregation operators in linguistic or Mamdani fuzzy modeling. First of all, we briefly describe the use of aggregation operators in fuzzy modeling, the previous use of parameterized aggregation operators, and finally, we arrive to the use of uninorms.

As is well known, linguistic FRBSs for system modeling use IF-THEN rules of the following type:

$$R_i: \text{If } X_{i1} \text{ is } A_{i1} \text{ and } ... \text{ and } X_{in} \text{ is } A_{in} \text{ then } Y \text{ is } B_i$$

(1)

with $i = 1$ to $M$, where $M$ stands for the number of rules of the Rule Base (RB), $X_{ij}$ to $X_{in}$ and $Y$ for the input and output variables respectively, and $A_{ij}$ to $A_{in}$ and $B_i$ for the involved antecedents and consequent labels, respectively.

The expression of the Compositional Rule of Inference in fuzzy modeling with singleton fuzzification is as follows:
\[ \mu_{B'}(y) = I(A(\mu_{A1}(x_1), \ldots, \mu_{An}(x_n)), \mu_{B}(y)) \]  

(2)

where \( \mu_{B'} \) is the membership function of the inferred consequent, \( I \) is the rule connective or implication operator, \( A \) is the aggregation operator or antecedent connection, \( \mu_{ai} \) are the values of the matching degree of each input of the system with the membership functions of the rule antecedents, and \( \mu_{B} \) is the consequent of the rule.

Therefore, the Inference System performs the two following tasks:

1. First, it computes \( A(\mu_{A1}(x_1), \ldots, \mu_{An}(x_n)) \), which is the aforementioned matching degree of each rule. Usually, the aggregation operator \( A(.) \) is modeled with a t-norm.

2. Second, it infers using the fuzzy rule connective \( I(.) \), the previously computed matching degree and the consequent of the rule. Fuzzy rule connectives can be classified into different families, of which implication functions [13] and t-norms [14] are the best known.

Frequently, t-norms are used as aggregation operator and inference operator [2, 14, 15]. The expressions of the most used classic t-norms are:

\[ T_{\text{Minimum}}(x,y) = \text{Min}(x,y) \]  

(3)

\[ T_{\text{Hamacher}}(x,y) = \frac{x \cdot y}{(x + y - x \cdot y)} \]  

(4)

\[ T_{\text{Algebraic}} = x \cdot y \]  

(5)

\[ T_{\text{Einstein}}(x,y) = \frac{x \cdot y}{(1 + (1 - y) \cdot (1 - y))} \]  

(6)

\[ T_{\text{Bounded}}(x,y) = \text{Max}(0, x + y - 1) \]  

(7)

\[ T_{\text{Dristic}}(x,y) = \begin{cases} x, & \text{if } y = 1 \\ y, & \text{if } x = 1 \\ 0, & \text{otherwise} \end{cases} \]  

(8)

Although their use is less common, t-conorms [6] (disjunctive aggregation) can also be used. T-conorms (also called s-norms) are dual to t-norms under the order-reversing operation which assigns \( 1 - x \) to \( x \) in \([0, 1]\). Given a t-norm, the complementary t-conorm is defined by:

\[ \perp(a,b) = 1 - T(a, 1 - b) \]  

(9)

The most typical, which we shall use later in this study, are:

\[ S_{\text{Maximum}}(x,y) = \text{Max}(x,y) \]  

(10)

\[ S_{\text{Hamacher}}(x,y) = \frac{(x + y - 2xy)}{(1 - x \cdot y)} \]  

(11)

\[ S_{\text{Algebraic}} = x + y - x \cdot y \]  

(12)

\[ S_{\text{Einstein}}(x,y) = \frac{x + y}{(1 + x \cdot y)} \]  

(13)

\[ S_{\text{Bounded}}(x,y) = \text{Min}(1, x + y) \]  

(14)

In another sense, the use of parameterized aggregation of the antecedents in fuzzy modeling to particularize the way each rule aggregates its antecedents has been studied, e.g., in [4, 8]: In [8] an interesting study was carried out, seeking better performance than traditional minimum or product t-norms for the antecedent connections. The authors suggested the use of adaptive t-norms to look for better performance than those not parameterized. They studied the use of adaptive connectors that are extended from t-norms and t-conorms in order to cover the range between them, including S-OWA and compensatory and operators and many others. Fig. 1 shows the ranges covered by them. Other recent studies can be found in [7]. In [4] authors compare the use of a single parameter to globally tune the behavior of the antecedent connector and individual parameters for every rule, having a local tuning mechanism of the behavior of the inference system for every rule. This model shows the highest accuracy because of its high degree of freedom. Therefore, in this study, we learn the antecedent connector for every rule separately.

In [4, 5], also using adaptive t-norms, the greatest impact of the parameterized aggregation is shown against the parameterization of the inference or rule connective operator.

Furthermore, some authors studied forms of aggregation operators different from conjunction in linguistic fuzzy modeling, as for certain applications other operators performing between the conjunction and disjunction showed good behavior [11, 16]. One of these is the uninorms [11], a family of operators that have been used quite successfully in various applications [9, 10].

Uninorms were introduced by Yager and Rybalov [11] as a generalization of both t-norms and t-conorms. They allow for a neutral element lying anywhere in the unit interval rather than at one or zero, as in the case of t-norms and t-conorms.

**Definition** [10]. A uninorm \( U \) is a commutative, associative and increasing binary operator \( U : [0,1]^2 \rightarrow [0,1] \) with a neutral element \( e \in [0,1] \), i.e., \( U(e,x) = x, \forall x \in [0,1] \)  

(16)

Obviously, the case \( e = 1 \) leads back to t-norms, while the case \( e = 0 \) leads back to t-conorms. For any uninorm \( U \), one of the following two cases always holds [12]:

- \( U \) is a conjunctive (or and-like) uninorm: \( U(1,0) = U(0,1) = 0 \).
• $U$ is a disjunctive (or or-like) uninorm: $U(1,0) = U(0,1) = 1$.

The structure of any uninorm $U$, as shown in Fig. 2, is a t-norm in $[0,e]^2$ and a t-conorm in $[e,1]^2$ and takes values between the minimum and maximum in the other cases, that is, in the subset of unit square given for

$$D_e = [0,e) \times (e,1] \cup (e,1) \times [0,e)$$

(17)

![Fig. 2: General structure of a uninorm $U$ with neutral element $e$.](image)

One of the best known families of uninorms is $U_{\text{min}}$ (see [12]). These uninorms, which are always conjunctive, are constructed from a t-norm $T$ and t-conorm $S$ using the minimum in the region $D_e$, i.e.,

$$U_{\text{min}}(x,y) = \begin{cases} e \cdot T(\frac{x}{e},\frac{y}{e}) & s\ i x,y \in [0,e] \\ e + (1-e) \cdot S\left(\frac{x-e}{1-e},\frac{y-e}{1-e}\right) & s\ i x,y \in [e,1] \\ \min(x,y) & s\ i x,y \in D_e \end{cases}$$

(18)

![Fig. 3: Uninorms of $U_{\text{min}}$ considered with $e = \frac{1}{2}$.](image)

Fig. 3 shows two uninorms belonging to the $U_{\text{min}}$ class, where the minimum and algebraic product are taken as t-norms, and as t-conorms the associated maximum and algebraic sum, respectively.

In this study we consider a parameter $e$ determined for each rule, i.e. we will have as many parameters as rulers ($e_i$), in order to have a local aggregation mechanism for each rule. Thus, we try to obtain the best results in accuracy as we obtained when we studied the adaptive t-norms [4, 5] previously. This model generalizes those based on t-norms [2] and t-conorms [6] when $e_i = 1$ and $e_i = 0$ respectively for every rules of the RB.

The use of uninorms as adaptive aggregation operator allows us to adapt the influence of the matching degree in a particular way. The effect of the parameters in the adaptive conjunction is as follows: The neutral element determines in each case whether the aggregation operator uninorm acts as t-norm (conjunction), as t-conorm (disjunction), or as another operator (area $D_e$).

The area $D_e$ of $U_{\text{min}}$ also behaves as a conjunction operator. In addition, you can choose the t-norm and t-conorm you want. Note that the use of conjunctive uninorms does not change the logical meaning of the inference of the classical case. This is because these operators match with the classical conjunction when we restrict to $[0,1]^2$. When using uninorms, it should be noted that the aggregation of each rule behavior not only depends on the value of the $e_i$ parameter to be a conjunction or a disjunction, because it also depends on the value of the matching of the antecedents, i.e., the same specific value of the $e_i$ parameter could aggregate the antecedents of a rule as a conjunction or a disjunction also depending on the values of each input value. Therefore, it is not simply a mechanism that makes each rule always use conjunctive or disjunctive aggregation. Viewing Fig. 3, where $e = 0.5$, the operator acts on the top of the
3. Evolutionary Learning of Uninorms for Inference System

In this section, we describe the evolutionary model we propose to learn the adaptive aggregation operators based on uninorms.

In our previous studies on adaptive conjunction operators based on parameterized t-norms, we used evolutionary algorithms with real coding [4, 5]. They proved to be very suitable in this task, so we decided to use them again in this study. The evolutionary algorithm selected is a well-known CHC type genetic algorithm [17]. Its goal is to learn the neutral element \( e_i \) for each rule of the RB.

3.1. Codification scheme and initial population

We use a real coding scheme of size \( m \) (with \( m \) representing the number of rules of RB) in which the aggregation operator of the different rules is coded,

\[
A = (e_1, \ldots, e_m) \mid e_i \in [0, 1].
\]

Each gene \( e_i \) represents the corresponding parameter that belongs to the \( i \)-th rule. The initial population will be comprised of two different kinds of individuals: A single one that has all the genes initially set to 1 in order to begin the evolutionary process with all the rules with the aggregation operator set as a t-norm (depending on the t-norm used to build the uninorm), and the remaining individuals randomly initialized within the interval \([0, 1]\).

3.2. Evaluation

The fitness function used was the classical Mean Square Error (MSE) which measures the accuracy of the system.

\[
MSE(FM) = \frac{1}{2} \sum_{k=1}^{P} (y_k - FM(x_k))^2
\]

where \( FM \) denotes the fuzzy model whose Inference System uses the adaptive aggregation operator based on uninorms; the inference operator is the Minimum t-norm, and the defuzzification method is the Centre of Gravity weighted by the matching degree. This measure uses a set of system evaluation data formed by \( P \) pairs of numerical data \( Z_k = (x_k, y_k); k = 1, \ldots, P \), with \( x_k \) as the values of the input variables, and \( y_k \) as the corresponding values of the associated output variables.

3.3. Crossover operator

Although the CHC evolutionary model was conceived for binary-coded problems, there are real-coded versions. In these cases, the BLX-\( \alpha \) [18] crossover is used in order to recombine the parent’s genes (we set \( \alpha = 0.5 \)). This produces two descendents for each pair of parents, so the offspring generated by this crossover operator is of the same size as the initial population. The Hamming distance is computed by translating the real-coded genes into strings and by taking into account whether each character is different or not. Only those string pairs which differ from each other by some number of bits (mating threshold) are crossed.

The initial threshold is set to \( L/4 \), where \( L \) is the length of the string. When no offspring is inserted into the new population, the threshold is reduced by 1.

3.4. Restart

No mutation is applied during the recombination phase. Instead, when the population converges or the search stops making progress (i.e., the difference threshold has dropped to zero and none of the new generated offspring are better than any member of the parent population), the population is reinitialized. The restarted population completely consists of random individuals except for one of them, which must be the best individual found so far.

4. Experimental study and analysis of results

The purpose of this work is to analyze and compare the practical behavior of various representative uninorms of the \( U_{min} \) family as adaptive aggregation operators. To do so, we selected 23 different problems with diverse complexities (different number of variables and patterns/data samples). Table 1 summarizes the main features of the different problems considered and their link to the KEEL dataset repository [19], and UCI Machine Learning Repository where they can be downloaded. Problems were selected from lower to higher complexity, covering a range from 2 to 16 input variables and from 43 to 20,640 examples.

This section is organized as follows:

- First, in Subsection 4.1 we describe the experimental setup and introduce and justify the different uninorms used.
- Second, Subsection 4.2 focuses on comparing and analyzing the result of the different uninorms.

4.1. Experimental Setup

This section describes the experimental setup, including a brief description of the methods and the non-parametric statistical tests considered for the performed comparisons.

To evaluate the effectiveness of the uninorms and establish a comparison, we built several adaptive Fuzzy Inference System models based on adaptive aggregation operators using the uninorms. Specifically, we chose a set of uninorms derived from \( U_{min} \) family. In this sense, we have selected all the classic t-norms and the associated t-conorm for each one.

The whole set of fuzzy models are illustrated in Table 2. We have the evolutionary aggregation models, which are based on the linguistic RB learned with the WM-method, and later altering their parameterized connectors using quite a few combinations of several uninorms of \( U_{min} \).
ing for each problem the averaged results of a total of
on the training and test sets. For each dataset, we
They are shown simply as a reference.
The population size of the evolutionary algorithm
was fixed to 61 individuals. The evolutionary algo-
rithms performed 10000 evaluations. Concerning the
Knowledge Bases, linguistic partitions were considered
consisting of 3 triangular shaped linguistic terms for all
problems.
To assess whether there are significant differences
among the results, we use statistical analysis [21, 22]
and in particular non-parametric tests. We employ differ-
ent approaches for multiple comparisons, including
Friedman’s test [23], to detect statistical differences
among a group of results, and the Finer post-hoc test
[24] to observe the difference in performance between
the methods and the retention or rejection of the hy-
thesis with the level of significance fixed. To perform
the tests, we used a level of confidence \( \alpha = 0.05 \). In par-
icular, these tests are based on computing the differ-
ces on sample means (typically, mean test errors ob-
tained by a pair of different algorithms on different
datasets). In the classification framework, these differ-
ces are well defined, as the errors are in the same
domain. In the regression framework, to make the dif-
ferences comparable, we adopt a normalized difference
DIFF, defined as:

\[
DIFF = \frac{\text{Mean (other)} - \text{Mean (reference)}}{\text{Mean (other)}}
\]  

where Mean(x) represents the MSE obtained by the x
algorithm. This difference expresses the improvement
percentage of the reference algorithm on the other one.

4.2. Results and Analysis

The results obtained by the different FRBSs are shown
in Table 4. This table is grouped in columns by FRBSs
models based on the different uninorms to be compared
and shows the average of the results obtained by each
model for all the datasets employed. For each one, the

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>DBT</td>
<td>43</td>
<td>2</td>
<td>KEEL</td>
</tr>
<tr>
<td>Electric-1</td>
<td>ELE1</td>
<td>495</td>
<td>2</td>
<td>KEEL</td>
</tr>
<tr>
<td>Plastic</td>
<td>PLA</td>
<td>1650</td>
<td>2</td>
<td>KEEL</td>
</tr>
<tr>
<td>Quake</td>
<td>QUA</td>
<td>2178</td>
<td>3</td>
<td>KEEL</td>
</tr>
<tr>
<td>Electric-2</td>
<td>ELE2</td>
<td>1056</td>
<td>4</td>
<td>KEEL</td>
</tr>
<tr>
<td>Laser</td>
<td>LAS</td>
<td>993</td>
<td>4</td>
<td>KEEL</td>
</tr>
<tr>
<td>AutoMPG6</td>
<td>MP6</td>
<td>392</td>
<td>5</td>
<td>KEEL</td>
</tr>
<tr>
<td>Friedman</td>
<td>FRI</td>
<td>1200</td>
<td>5</td>
<td>KEEL</td>
</tr>
<tr>
<td>Dee</td>
<td>DEE</td>
<td>365</td>
<td>6</td>
<td>KEEL</td>
</tr>
<tr>
<td>MachineCPU</td>
<td>CPU</td>
<td>209</td>
<td>6</td>
<td>KEEL</td>
</tr>
<tr>
<td>Anacalt</td>
<td>ANA</td>
<td>4052</td>
<td>7</td>
<td>KEEL</td>
</tr>
<tr>
<td>AutoMPG8</td>
<td>MP8</td>
<td>392</td>
<td>7</td>
<td>KEEL</td>
</tr>
<tr>
<td>Abalone</td>
<td>ABA</td>
<td>4177</td>
<td>8</td>
<td>KEEL</td>
</tr>
<tr>
<td>California</td>
<td>CAL</td>
<td>20640</td>
<td>8</td>
<td>KEEL</td>
</tr>
<tr>
<td>Concrete</td>
<td>CON</td>
<td>1030</td>
<td>8</td>
<td>KEEL</td>
</tr>
<tr>
<td>Stock</td>
<td>STP</td>
<td>950</td>
<td>9</td>
<td>KEEL</td>
</tr>
<tr>
<td>Weather Ankara</td>
<td>WAN</td>
<td>1609</td>
<td>9</td>
<td>KEEL</td>
</tr>
<tr>
<td>Weather Izmir</td>
<td>WIZ</td>
<td>1461</td>
<td>9</td>
<td>KEEL</td>
</tr>
<tr>
<td>Wine-red</td>
<td>WIR</td>
<td>1599</td>
<td>11</td>
<td>UCI</td>
</tr>
<tr>
<td>Forest Fires</td>
<td>FOR</td>
<td>517</td>
<td>12</td>
<td>KEEL</td>
</tr>
<tr>
<td>Mortgage</td>
<td>MOR</td>
<td>1049</td>
<td>15</td>
<td>KEEL</td>
</tr>
<tr>
<td>Treasury</td>
<td>TRE</td>
<td>1049</td>
<td>15</td>
<td>KEEL</td>
</tr>
<tr>
<td>Baseball</td>
<td>BAS</td>
<td>337</td>
<td>16</td>
<td>KEEL</td>
</tr>
</tbody>
</table>

Table 1: Datasets considered for the experimental
study. They are available at KEEL and UCI reposito-
ries: (http://sci2s.ugr.es/keel/datasets.php)
(http://www.ics.uci.edu/~mlearn/MLSummary.html).

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M(U_{TM,S_{M,\alpha}}) )</td>
<td>Built with ( T_{Minimum} ) ( S_{Maximum} ) (Fig. 3a)</td>
</tr>
<tr>
<td>( M(U_{TH,SH,\alpha}) )</td>
<td>Built with ( T_{Hamacher} ) ( S_{Hamacher} )</td>
</tr>
<tr>
<td>( M(U_{TA,SA,\alpha}) )</td>
<td>Built with ( T_{Algebraic} ) ( S_{Algebraic} ) (Fig. 3b)</td>
</tr>
<tr>
<td>( M(U_{TE,SE,\alpha}) )</td>
<td>Built with ( T_{Einstein} ) ( S_{Einstein} )</td>
</tr>
<tr>
<td>( M(U_{TB,SB,\alpha}) )</td>
<td>Built with ( T_{Bounded} ) ( S_{Bounded} )</td>
</tr>
<tr>
<td>( M(U_{TD,SD,\alpha}) )</td>
<td>Built with ( T_{Drastic} ) ( S_{Drastic} )</td>
</tr>
</tbody>
</table>

Table 2: Uninorms considered for comparison.

<table>
<thead>
<tr>
<th>Name</th>
<th>#R</th>
<th>MSE_{TRA}</th>
<th>MSE_{TST}</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBT</td>
<td>15.8</td>
<td>0.16754</td>
<td>0.28898</td>
</tr>
<tr>
<td>ELE1</td>
<td>12.4</td>
<td>2.34712</td>
<td>24.2043</td>
</tr>
<tr>
<td>PLA</td>
<td>14.8</td>
<td>3.43445</td>
<td>3.55722</td>
</tr>
<tr>
<td>QUA</td>
<td>53.6</td>
<td>0.02582</td>
<td>0.02666</td>
</tr>
<tr>
<td>ELE2</td>
<td>65</td>
<td>56.135</td>
<td>56.359</td>
</tr>
<tr>
<td>LAS</td>
<td>58.4</td>
<td>3.260</td>
<td>139.28</td>
</tr>
<tr>
<td>MP6</td>
<td>116</td>
<td>4.338</td>
<td>6.819</td>
</tr>
<tr>
<td>FRI</td>
<td>766.2</td>
<td>1.458</td>
<td>2.532</td>
</tr>
<tr>
<td>DEE</td>
<td>178.4</td>
<td>0.07059</td>
<td>0.11444</td>
</tr>
<tr>
<td>CPU</td>
<td>41</td>
<td>11.34</td>
<td>38.59</td>
</tr>
<tr>
<td>ANA</td>
<td>123.6</td>
<td>0.02703</td>
<td>0.03009</td>
</tr>
<tr>
<td>MP8</td>
<td>161.4</td>
<td>4.412</td>
<td>7.178</td>
</tr>
<tr>
<td>ABA</td>
<td>199</td>
<td>3.341</td>
<td>3.476</td>
</tr>
<tr>
<td>CAL</td>
<td>623.8</td>
<td>38.3230</td>
<td>38.7122</td>
</tr>
<tr>
<td>CON</td>
<td>309.8</td>
<td>35.3</td>
<td>47.6</td>
</tr>
<tr>
<td>STP</td>
<td>265.4</td>
<td>1.452</td>
<td>1.487</td>
</tr>
<tr>
<td>WAN</td>
<td>456.8</td>
<td>4.878</td>
<td>6.128</td>
</tr>
<tr>
<td>WIZ</td>
<td>399.2</td>
<td>3.107</td>
<td>4.007</td>
</tr>
<tr>
<td>WIR</td>
<td>714.2</td>
<td>0.22936</td>
<td>0.25095</td>
</tr>
<tr>
<td>FOR</td>
<td>374.6</td>
<td>1.435</td>
<td>3.4234</td>
</tr>
<tr>
<td>MOR</td>
<td>198.8</td>
<td>0.12812</td>
<td>0.13387</td>
</tr>
<tr>
<td>TRE</td>
<td>196</td>
<td>0.40155</td>
<td>0.40529</td>
</tr>
<tr>
<td>BAS</td>
<td>252.6</td>
<td>78213</td>
<td>648520</td>
</tr>
</tbody>
</table>

Table 3: Reference values of average number of rules
and MSE of the FRBSs, with Minimum t-norm aggre-
gation. Values of MSE in this table must be multiplied
by 10^4 in the case of CAL.

648
columns show the average MSE for training and test datasets, respectively. We have highlighted in bold the best accuracies for test.

Table 5 shows the rankings obtained with the Friedman’s test. They tell us that there are significant differences among the results observed with all datasets except one when the p-Fried <0.05. Indeed, there are significant differences in MSE_{TST}. The best ranking is obtained by \( M(U_{T_{A,S},E}) \). However, we can point out that \( M(U_{T_{E,$S,E}$}) \) is very close.

Finally, Table 6 shows the results when using Finner’s post-hoc procedure to compare the best ranking model in each case with the remaining ones. Algorithms are ordered by the p-value. Indeed, the Finner test rejects the hypothesis of equality for MSE_{TST} when the control algorithm is \( M(U_{T_{A,S},E}) \) except for \( M(U_{T_{E,$S,E}$}) \).

Therefore, analyzing the results from Table 4, and the statistical evidence obtained on Tables 5 and 6, we can highlight that:

- The model \( M(U_{T_{A,S},E}) \) achieves the best accuracy with statistical significance compared to the remaining models, except with \( M(U_{T_{E,$S,E}$}) \), which shows the second best result of the study. Thus, they are the two most recommended uninorms for use in linguistic fuzzy modeling in practice.

- The worse results were obtained by \( M(U_{T_{P,$S,E}$}) \) and \( M(U_{T_{B,$S,E}$}) \), surely because they come from the Drastic and Hamacher connectives, which were the worst in the conjunction comparative study carried out in [1].

- We can also point out that the uninorm that comes from the Minimum t-norm and Maximum t-conorm is not among the best results obtained as might be expected.

## 5. Conclusions and Future Works

In this work we have studied and compared the use of different uninorms of \( U_{mix} \) family for linguistic fuzzy modeling. We have proposed an evolutionary learning model where the aggregation connector parameters are learnt, performing an Evolutionary Adaptive Inference System based on an aggregation operator using uninorms.

The flexibility of the parameterized antecedent aggregation based on uninorms improves the accuracy of linguistic fuzzy models. We compared the accuracy of six models built with uninorms employed with 23 different application, and performed a statistical study. We found that the uninorms based on the Algebraic and Einstein product and their associated t-conorm are the ones that show the best mean accuracy.

Finally, we are extending the study, increasing the number of uninorms and using other parameterized connectives as adaptive t-norms.

### Table 5: Rankings obtained with Friedman’s test on MSE_{TST}.

<table>
<thead>
<tr>
<th>Method</th>
<th>Ranking on MSE_{TST} (p-value Fried: 4.249E-8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M(U_{T_{M,$S,E}$}) )</td>
<td>3.56521</td>
</tr>
<tr>
<td>( M(U_{T_{H,$S,E}$}) )</td>
<td>4.47826</td>
</tr>
<tr>
<td>( M(U_{T_{A,S,E}}) )</td>
<td>2.17391</td>
</tr>
<tr>
<td>( M(U_{T_{E,$S,E}$}) )</td>
<td>2.21739</td>
</tr>
<tr>
<td>( M(U_{T_{B,$S,E}$}) )</td>
<td>3.60869</td>
</tr>
<tr>
<td>( M(U_{T_{P,$S,E}$}) )</td>
<td>4.95652</td>
</tr>
</tbody>
</table>

### Table 4: Average results of the six different adaptive conjunction FRBS models based on Uninorms. Results in this table for MSE must be multiplied by 10^6 in the case of CAL.
<table>
<thead>
<tr>
<th>I</th>
<th>Method</th>
<th>pFinner</th>
<th>Hypot</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$M(U_{T_{D,S_{A,E}}})$</td>
<td>2.1688389 E-6</td>
<td>Reject.</td>
</tr>
<tr>
<td>2</td>
<td>$M(U_{T_{R,S_{E}}})$</td>
<td>1.1266681 E-4</td>
<td>Reject.</td>
</tr>
<tr>
<td>3</td>
<td>$M(U_{T_{B,S_{0,E}}})$</td>
<td>0.023341040</td>
<td>Reject.</td>
</tr>
<tr>
<td>4</td>
<td>$M(U_{T_{M,S_{0,E}}})$</td>
<td>0.023341040</td>
<td>Reject</td>
</tr>
<tr>
<td>5</td>
<td>$M(U_{T_{R_S,E}})$</td>
<td>0.957182922</td>
<td>Accept</td>
</tr>
</tbody>
</table>

Table 6: Finner’s test table with p-value = 0.05 for the methods on MSE$_{TST}$ on accuracy. Control: $M(U_{T_{A,S_{A,E}}})$.
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