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Abstract: Satellite remote sensing provides global observations of the Earth’s surface and 

provides useful information for monitoring smoke plumes emitted from forest fires. The aim 

of this study is to automatically separate smoke plumes from the background by analyzing 

the MODIS data. An identification algorithm was improved based on the spectral analysis 

among the smoke, cloud and underlying surface. In order to get satisfactory results,  

a multi-threshold method is used for extracting training sample sets to train back-propagation 

neural network (BPNN) classification for merging the smoke detection algorithm. The 

MODIS data from three forest fires were used to develop the algorithm and get parameter 

values. These fires occurred in (i) China on 16 October 2004, (ii) Northeast Asia on 29 April 

2009 and (iii) Russia on 29 July 2010 in different seasons. Then, the data from four other 

fires were used to validate the algorithm. Results indicated that the algorithm captured both 

thick smoke and thin dispersed smoke over land, as well as the mixed pixels of smoke over 

the ocean. These results could provide valuable information concerning forest fire location, 

fire spreading and so on. 
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1. Introduction 

Forest fires are one of the major natural disasters in the world and they occur more and more 

frequently in recent years [1]. A large amount of smoke particles are emitted from forest fires and enter 

the atmosphere. As a component of aerosol, fire smoke has a tremendous impact on regional air quality 

and long-term climate of the fire regions and the downwind regions through long-range transport [2–5] 

and does harm to local public health [6]. This is because the particulate matter [6] and the greenhouse 

gases such as CO2 [7] are produced by fires. They can affect the chemistry of the troposphere [8,9] and 

cause chronic obstructive pulmonary disease, bronchitis, and asthma chest pain [6,10,11]. Moreover, 

smoke particles scatter and absorb incoming solar radiation so that they affect the local climate [3,12]. 

Smoke plumes emitted from fires may travel over hundreds, or even thousands kilometers horizontally 

and reach up to the stratosphere under certain atmospheric circulation conditions [13–15]. Thus, good 

knowledge of forest fire smoke is of critical importance to crisis management [16]. 

To understand the complex effects of smoke, smoke detection is one of the most important issues in 

current study. It has potential applications in air quality assessment, fire detection and fire behavior 

analysis [17], e.g., the detection of small and cool fires [18,19] and deduction of the process of fire 

propagation [20]. Smoke detection based on remote sensing has been a hotspot in the past several decades. 

Satellite remote sensing provides global observations of the Earth’s surface. The Moderate 

Resolution Imaging Spectroradiometer (MODIS) sensor onboard the Aqua and Terra satellites has  

36 spectral channels covering the visible to far infrared bands and can obtain more abundant information 

than other sensors such as the Advanced Very High Resolution Radiometer (AVHRR) for smoke 

detection. However, as a mixture of chemical particles, smoke has no stable spectral reflectance curve 

because the mixing level is various in different situations. A large overlap exists in the spectral signal  

of satellite sensor measurements between smoke and other cover types such as cloud, water and  

vegetation [21]. As a result, it is difficult to identify smoke accurately. 

So far, several smoke detection methods have been developed. One of the most common approaches 

is to combine three bands in satellite data to form either true or false color images by assigning three 

bands as the red, green and blue channel, respectively [22–26]. For example, MODIS RGB true-color 

composition images are generated with bands 1, 4 and 3 jointly. Then these images can be used to 

visually separate the smoke aerosol from other cover types, such as vegetation, cloud and water. 

However, these color-based approaches can, visually, only provide basic information about smoke,  

but fail when used in the automatic smoke detection procedure. 

In order to develop an automatic and accurate smoke detection method, another effective approach 

called the multi-threshold method, which is based on the physical properties difference between smoke 

and other cover types, such as cloud, water and vegetation, was introduced. Generally speaking,  

the method employs a set of thresholds to automatically check all image pixels to filter non-smoke  

pixels step by step [21,26–29,30]. Baum and Trepte [27] adopted a grouped threshold method for  

scene identification in NOAA/AVHRR imagery that may contain clouds, fire, smoke or snow. 

Randriambelo et al. [26] proposed improved multispectral methods for detecting fire smoke plumes in 

NOAA/AVHRR imagery by using a multi-channel in visible and thermal ranges in south-eastern 

Africa and Madagascar. Xie et al. [28,30] developed a multi-threshold method for smoke detection by 

using eight MODIS spectral bands based on the spectral characteristics analysis of different cover 



Remote Sens. 2015, 7 4475 
 

types. Zhao et al. [29] used MODIS images for smoke detection based on spectral and spatial threshold 

test along with some uniformity texture. Li et al. [21] also developed a multi-threshold method to 

detect the smoke plumes in NOAA/AVHRR images based on channel 1, 2 and 4. Although the 

multi-threshold is effective for smoke detection, but it is difficult to find fixed thresholds for images in 

different regions and seasons. Li et al. [21] developed a neural network algorithm based on AVHRR 

images. However, it fails to identify thin dispersed smoke pixels in the downwind direction. Thus, 

Chrysoulakis et al. [16] proposed a multi-temporal change detection approach using two AVHRR 

images (one is acquired during the fire event and the other is acquired before fire event) at the same 

target area at different time. The anomalies in NDVI (Normalized Difference Vegetation Index) and 

infrared radiances were detected to identify the core of plume. Then the plume core was enlarged to 

detect the complete smoke area. These AVHRR based methods [16,21] may be affected by the limitation 

of spatial resolution and lack of sufficient channel information [31]. However, the MODIS sensor with 

36 channels can provide more surface information for smoke detection. 

The purpose of this article is to develop a new flexible and automatic smoke plume identification 

algorithm using MODIS data. The algorithm, which is based on the method developed by Li et al. [21], 

has two major modifications: firstly, in Li et al. [21]’s study, all the spectral bands of AVHRR were 

used as input vectors of the forward feed neural network while we perform a spectral analysis of the 

typical MODIS bands to determine the input vectors of the back-propagation neural network (BPNN); 

secondly, in Li et al. [21]’s study, the training pixels were obtain representative polygons containing 

smoke, cloud, land cover and water while we applied the multi-threshold to extract seasonal training 

data sets and then construct the BPNN to identify smoke plumes. 

The article is organized as follows. In Section 2, data sources are introduced. In Section 3, the algorithm 

developed in this study is described, and different modules that constitute the algorithm are described in 

detail in the subsections. Application cases in different locations are presented and discussed in Section 4. 

The main advantages of the proposed algorithm are considered in the conclusions. 

2. Data Source 

Data from MODIS onboard Terra or Aqua satellites were used in this study for the development and 

validation of the algorithm. The MODIS sensor is a 36-channel instrument, covering the wavelength 

range from 0.4 to 14.2 μm [30,32,33]. Reflectance and brightness temperature from MODIS solar 

reflective channels in 1km resolution are employed to distinguish smoke pixels from other cover types. 

It has been demonstrated that the smoke plume has the strong reflectivity in the short wavelength bands 

but become more transparent in the long wavelength ones [30]. In other words, the short wavelength 

bands are more sensitive to smoke than the long ones. This is because the average geometrical radii of 

smoke particles are small, which leads to less Mie scattering [30]. Meanwhile, the brightness 

temperature located in the thermal infrared region in conjunction with the reflectance at the  

1.38 μm [34,35] can be used to separate smoke plumes from clouds [30]. Therefore, bands 1–8 and band 

26 located in visible and near-infrared region, band 20 at 3.7 μm, band 31 at 11 μm and band 32 at 12 μm 

were used to analyze and further select the feature vectors for the input layer of the BPNN. The 

characteristics of these spectral bands are listed in Table 1.  

More specifically, the algorithm was developed using the MODIS data covering the Daxing’anling 

area, China (16 October 2004), Northeast Asia (29 April 2009) and Ryazan Oblast region, Russia  
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(29 July 2010). Moreover, the MODIS data of fires happened in Russia on 3 August 2012, Canada on  

19 June 2013,Greece on 24 August 2007 and Australia on 30 September 2011 were used to validate the 

applicability of the algorithm. 

All data were downloaded from the MODIS website [36] (post 2002) or the Satellite Remote Sensing 

Facilities for Fire Monitoring in our laboratory (located in Hefei, China; post 2009), including MODIS 

Level 1B Radiance product (MOD02/MYD02) and geolocation data set (MOD03/MYD03). Then these 

data were geometrically rectified and radiometrically calibrated to produce the reflectance or brightness 

temperature of the channels and the geographic information of the studied area. 

Table 1. The properties of the MODIS bands used. 

Band Bandwidth * 
Signal to 

Noise Radio 

Spatial 

Resolution  
Primary Use 

1 620~670 128 250 m Land/Cloud/Aerosols Boundaries 

2 841~876 201 250 m Land/Cloud/Aerosols Boundaries 

3 459~479 243 500 m Land/Cloud/Aerosols Properties 

4 545~565 228 500 m Land/Cloud/Aerosols Properties 

5 1230~1250 74 500 m Land/Cloud/Aerosols Properties 

6 1628~1652 275 500 m Land/Cloud/Aerosols Properties 

7 2105~2155 110 500 m Land/Cloud/Aerosols Properties 

8 405~420 880 1000 m Ocean Color/Phytoplankton/Biogeochemistry 

9 438~448 838 1000 m Ocean Color/Phytoplankton/Biogeochemistry 

19 915~965 250 1000 m Atmospheric Water Vapor 

20 3.66~3.84 0.050 1000 m Surface/Cloud Temperature 

26 1.36~1.39 1504 1000 m Cirrus Clouds Water Vapor 

31 10.78~11.28 0.05 1000 m Surface/Cloud Temperature 

32 11.77~12.27 0.05 1000 m Surface/Cloud Temperature 

Note: * The units of bands 1–19 in this table are nm and bands 20, 26, 31 and 32 are μm. 

3. Algorithm 

In order to distinguish smoke plumes from other cover types more accurately and identify thin 

dispersed smoke, the integrated detection algorithm based on multi-threshold method [18,28] and  

BPNN [37] consists of the following steps: 

(1) Extraction of training samples: Extraction of seasonal training samples of different cover types by 

multi-threshold method; 

(2) Spectral analysis for selecting feature vectors: Spectral analysis of different cover types and 

selecting feature vectors for input layer of BPNN; 

(3) Training of BPNN and Elimination of noise pixels. 

The flowchart of the proposed algorithm is presented in Figure 1. These steps are described below  

in detail. 
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Figure 1. Flowchart of the proposed algorithm for smoke detection. 

3.1. Extraction of Training Samples 

Sample pixels of smoke, cloud, water and vegetation contain enough information for separating 

smoke plumes from other cover types. In this study, we extracted sample pixels by the multi-threshold 

method, and then built training sample sets of BPNN. In addition, true-color composition RGB image 

generated by MODIS bands 1, 4 and 3 was used to further confirm the validity of the extracted samples. 

3.1.1 Multi-Thresholds for Various Cover Types 

Multi-thresholds adopted in this study were modified based on the smoke detection algorithm developed 

by Xie et al. [28] and Wang et al. [18].The following criteria were used to identify smoke pixels: 

    85.04.0 198198  RRRR  (1)

    3.07979  RRRR  (2)

    09.03838  RRRR  (3)

09.08 R  (4)

Ri refers to the reflectance of band i. 
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Cloud detection approach was modified based on the technique that was used in the International 

Geosphere Biosphere Program (IGBP) AVHRR-derived Global Fire Product [38]. Even though there 

are different kinds of clouds in the atmosphere, in this study, we make an assumption that clouds are 

treated as a unified entity (large and cool clouds). The following conditions have been proven to be 

adequate for identifying large and cool clouds [18,39]. Thus, the pixel that satisfies the following criteria 

was considered as cloud: 

     K 285  and  7.0or    K 265or    9.0 32213221  TRRTRR
 (5)

where R1 and R2 are the reflectance of band 1 and 2 respectively, whereas T32 is the brightness 

temperature of band 32 at 12 μm. 

A simple test based on the reflectance of band 2 (R2) and band 7 (R7) in conjunction with the 

Normalized Difference Vegetation Index (NDVI) [39,40] were used to identifying water pixels: 

    0  and  05.0  and  15.0 121272  RRRRNDVIRR
 (6)

NDVI is widely used for assessing vegetation cover and condition [41–45]. In general, a pixel is 

considered as vegetation pixel if its NDVI value is more than 0.3. The criterion [46] was shown below: 

    3.01212  RRRRNDVI (7)

3.1.2. Seasonal Training Sample Set 

Due to the difference of spectral characteristics in different seasons, seasonal training sample sets 

were formed to identify smoke plumes. Thus, three cases were used to extract samples by using the 

multi-threshold method detailed above in this study: the first case was shown in Figure 2a, the plumes 

emitted from major fires in Daxing’anling area, China in autumn (16 October 2004); the second case was 

shown in Figure 2b, the plumes emitted from fires happened in northeastern Asia in spring (29 April 

2009); the third case was shown in Figure 2c, the plumes emitted from fires in Russia in summer (29 July 

2010). In general, the temperature in winter is so low that fires hardly happen during this period. 

    

Figure 2. True-color composition RGB images of three cases used to extract seasonal 

samples: (a) Smoke plumes emitted from fire happened in Daxing’anling area, China in 

autumn, (b) Smoke plumes emitted from major fires in northeastern Asia in spring,  

(c) Smoke plumes emitted from fires in Russia in summer. 

(a) (b) (c) 
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3.2. Spectral Analysis for Selecting Feature Vectors 

In order to select feature vectors for the integrated algorithm, spectral analysis of different MODIS 

bands are conducted in this study. Due to the similar characteristics between smoke and cloud, the 

spectral analysis consists of the following two sub-steps: 

(1) Spectral analysis of potential smoke plumes and underlying surface; 

(2) Spectral analysis of smoke and cloud. 

3.2.1. Spectral Analysis of Potential Smoke Plumes and Underlying Surface 

Motivated by the study of Xie [30], we selected eight bands (band 1–8) located in visible and 

near-infrared regions of MODIS. In the analysis we focused on four typical cover types, i.e., smoke, 

cloud, water and vegetation, in the study areas. The bare soil can be masked by certain criteria that were 

mentioned in Xie’s study [28]. 

Five hundred samples of each cover type were extracted based on multi-threshold methods and 

visually true-color composition image on 28 June 2010 in Northeastern Asia. The smoke and cloud 

samples were shown in Figure 3. Response curves of the four cover types in bands 1–8 are presented in 

Figure 4. It can be seen that: (1) potential smoke plumes which are consisted of true smoke pixels and 

cloud pixels have higher reflectivity than that of underlying surface pixels (water and vegetation);  

(2) it appears possible to differentiate potential smoke plumes from vegetation and water based on the 

difference in reflectance in bands 3 and 8, which are the two shortest wavelength bands in MODIS, 

because they have high reflectivity and small overlap between smoke pixels and underlying pixels;  

(3) the mean reflectance in band 7 of water is the lowest and also band 7 can penetrate the smoke layer 

with relative small influence [28]. Overall, it is possible to separate potential smoke pixels from 

underlying surface by using bands 3, 8 and 7. 

 

Figure 3. Samples used for spectral analysis are extracted in this area during the forest fire 

happened on 28 June 2010, (a) True-color composition RGB image acquired over 

Daxing’anling area, China on 28 June 2010, (b) The extracted smoke samples are shown in 

the bright white area, (c) The extracted cloud samples are marked with bright white color. 

To demonstrate this quantitatively, the normalized distance (D) was introduced to analyze the degree 

of variance between two classes [47]. The distance D is presented by the following formula: 

 
1 2

1 2

D
 
 





 (8)

(a) (b) (c) 
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where μ1 and μ2 are the mean values of class 1 and class 2, while σ1 and σ2 are the corresponding  

standard deviations. 

 

Figure 4. Response curves of the four cover types. 

The larger the D is, the better the discrimination between class 1 and class 2. The D values between 

three pairs namely, smoke vs. cloud, smoke vs. water and smoke vs. vegetation are computed and shown 

in Figure 5. The figure indicates that the degree of separation between smoke and other cover types.  

It can be seen that all bands have good discrimination power between smoke and water, but bands 3 and 

8 are better for discriminating smoke from cloud and vegetation. The normalized distance D between 

smoke and cloud in bands 3 and 8 are 1.980 and 1.973 respectively, which are larger than that in other 

bands. In addition, also the D values between smoke and vegetation in bands 3 and 8 are 0.732 and 

1.670, which have better discrimination power than other bands. 

Thus, in this study we selected the reflectance of bands 3, 7 and 8 for separating potential smoke 

plumes from other cover types. 

3.2.2. Spectral Analysis of Smoke and Cloud 

It is difficult to separate smoke plume from cloud due to the similar characteristics (high reflectivity) 

between each other. However, clouds have a very low brightness temperature in long wavelength 

infrared bands [48]. Since the long wavelength is insensitive to smoke, the brightness temperature 

changes very slightly in smoke area [30]. Therefore, brightness temperature (BT) and brightness 

temperature difference (BTD) can be used to distinguish smoke from cloud. In this study, the BT of  

band 31 with the center wavelength of 11 μm, indicated as BT11, and the BTD between band 20 at  

3.7 μm and band 32 at 12 μm, indicated as BTD (3.7–12), were used [47]. In addition, the reflectance of 

band 26 with the center wavelength near 1.38 μm, indicated as R26, was also used in this study. The 

wavelength was designed for high cirrus cloud detection [34,35] and sensitive to thin cirrus [49]. 

Figure 6 shows the three dimensional (3D) scatter plot of selected smoke and cloud samples in BT11, 

BTD (3.7–12) and R26. It indicates that smoke can be significantly distinguished from cloud by 

employing these three features. Only a very small part of the cloud may be misclassified as smoke due to 
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the existence of similar spectral characteristics. Therefore BT11, BTD (3.7–12) and R26 can be used as 

feature vectors for the input layer of the neural network to distinguish smoke from cloud. 

 

Figure 5. Normalized distances between smoke and cloud, smoke and water, smoke and 

vegetation in reflectance of MODIS bands 1–8. 

 

Figure 6. 3D scatter plot between smoke and cloud in BT11, BTD (3.7–12) and R26. 

As a result, R3, R8, R7, BT11, BTD (3.7–12) and R26 were selected as the six feature vectors of the 

input layer of BPNN to identify the smoke plumes. 

3.3. Training of BPNN and Elimination of Noise Pixels 

The artificial neural network (ANN) has been widely used for pattern recognition [37,50–52] and 

been demonstrated available for smoke identification [21] and analysis [53] due to its ability to find and 

learn complex linear and nonlinear relationships in the radiometric data between smoke, clouds and 

underlying surface. 
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In this study, we designed a BPNN shown in Figure 7 to distinguish smoke plumes from other cover 

types. The network has one input layer with six feature vectors that discussed in Section 3.2, one hidden 

layer with twenty processing elements and one output layer with one neuron. The final value of output 

layer is used to determine the cover type of a pixel. Each hidden and output neuron obtains a value from 

a series of computation: each input vector is multiplied by a corresponding weight and then added 

together; next the sum is transformed via an activation function to the next layer. Different layers are 

connected by randomly initialized weights that will be updated based on error back-propagation 

algorithm [54,55]. Two kinds of activation functions were used in this neural network. The logarithmic 

sigmoid transfer function was used as an activation function in the hidden layer while the linear function 

was used in the output layer. The linear function was used to obtain a value between positive and 

negative infinity for determining the cover type of the pixel. Thus, a pixel is considered as smoke if it 

satisfies the condition through the following computation: 









 

i
jijij xfy   (9)









 

j
kjkjk yfo 

 
(10)

5.0ko (11)

where xi is the input feature vector selected in Section 3.2, yj is the value computed by the input vectors 

and connected weights in hidden layer, ok is the output result computed by the net input yj and connected 

weights in output layer. ω and θ are connected weights and thresholds between layers respectively. They 

are produced by randomly initialization and then updated based on the error back-propagation (BP) 

algorithm in the training process. 

We investigated four different optimization learning algorithms to test the previous described 

BPNN: (1) the Levenberg-Marquardt (LM) back-propagation optimization learning algorithm [56,57]; 

(2) resilient back-propagation; (3) scaled conjugated-gradient back-propagation [58] and (4) gradient 

descent back-propagation. The best results were obtained with the gradient descent method applied to 

a one hidden layer BPNN. Thus, in our study, we chose the gradient descent as the optimization 

learning algorithm. 

During the training process, the training data sets were selected from MODIS images containing 

forest fires in three different seasons, as indicated above in 3.1. Input feature vectors of the BPNN 

included reflectance of bands 3, 8, 7 and 26, brightness temperature of band 31 at 11 μm, and the 

combination of 3.7 μm and 12 μm bands, that is BTD (3.7–12). Training pixels containing smoke, cloud, 

vegetation and water were obtained by applying the multi-threshold method. Output value was 

generated by the BPNN and then compared with the desired response of the cover types shown in  

Table 2. Then the connected weights and thresholds between layers were modified based on a gradient 

descent method in order to minimize the error function (Mean Squared Error, MSE), which is calculated 

by Equation (12). Thus, we could obtain the final connected weights and thresholds for identifying 

smoke plumes. 

 
2

1

1 N

i i
i

MSE t o
N 

   (12)



Remote Sens. 2015, 7 4483 
 

where N is the number of output vectors, ti is the target vectors and oi is the output vectors. 

 

Figure 7. The structure of BP neural networks that designed for identifying smoke plumes.  

S means smoke, C represents cloud whereas W/V is underlying surface. 

Table 2. Desired response of the cover types. 

Cover Types Smoke Underlying Surface Cloud 

Desired Output 1 0 −1 

The described BPNN is consisted of one input layer with six feature vectors (R3, R8, R7, BT11, 

BTD (3.7–12) and R26), one hidden layer with twenty neurons and one output layer with one neuron 

which is used to determine the cover type of pixel. The number of hidden neurons is determined by 

increasing the number of neurons from 10 to 40, which obtained the best result with 20 neurons. The 

logarithmic sigmoid transfer function and the linear function were used as activation functions in 

hidden layer and output layer respectively. The gradient descent method was used to update the 

connected weights and thresholds. The BPNN was trained by 4000 samples, which 50% of the samples 

were used as training samples and the others were used as validation sample. The evolution of NN 

performance with epoch is shown in Figure.8. It have clearly shown that the MSE of train, validation 

and best are almost horizontal at 7300 and it has the best validation MSE = 0.0254 at epoch 8000. 

Thus, 8000 iterations are adopted in this classification model. 



Remote Sens. 2015, 7 4484 
 

 

Figure 8. The evolution of BPNN performance with epoch. 

At last, an additional test is carried out to further filter out noisy pixels. The median filter is adopted to 

remove small cluster of noisy pixels [21] and the discrete and single pixel is considered as noise and 

eliminated because of the continuity of smoke [28,30].The proposed algorithm described in this section 

was applied to the training-set cases to verify its availability, applicability and potential in smoke 

detection, which is presented in Section 4.2. In order to check the robustness of the algorithm’s 

performance and its applicability in a broader area, it was applied to other cases in different locations, 

which is presented in Section 4.3. 

4. Results and Discussion 

4.1. Accuracy Evaluation of the Algorithm 

In order to evaluate the performance of the algorithm, we employed MODIS data containing active 

forest fires in northeastern Asia on 29 April 2009 as an example. It was shown in Figure 2b and acquired 

at 04:20 UTC. The total number of the pixels used for training and testing the BPNN was more than 

3000, and 67% of the pixels were randomly selected from each class and used for training the BPNN, 

while the remaining pixels served as test samples. The error matrix [19] which describes probabilities of 

each cover type being correctly identified (diagonal elements in the matrix) and misclassified into 

different categories (off-diagonal elements) is presented in Table 3. Reference data given in the columns 

represent the real number of pixels belonging to each category, that is, the sums of the elements 

appearing in the same column are considered as true. The numbers in the rows are output results 

obtained by the BPNN. It can be used to compute the overall accuracy, omission error, commission error 

and Kappa coefficient as included in the table. The overall accuracy was computed as the ratio of the 

sum of numbers in the diagonal divided by the total number that used for testing. The omission error is 

the ratio of the number of one type misclassified into other types divided by the total number of this type, 

while the commission error is the ratio is the number of cases misclassified as one type divided by the 
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total number this type. The Kappa coefficient is widely accepted in the field of content analysis and 

usually uses for accuracy assessment in remote sensing. The larger differences between two results 

exist, the smaller Kappa coefficient is. It is interpretable and better to validate the accuracy of 

classification results. The Kappa coefficient K is computed by the following formula: 
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(13)

where r is the total number of the column, which is the number of the cover types, xii is the diagonal 

element in the error matrix, which is the number of correctly classified, xi+ and x+i are the sums of 

number of the ith row and column and N is the total number used for accuracy evaluation. 

It can be seen that the overall accuracy is about 97.63%, and the omission error and commission error 

are about 1.66% and 5.73% respectively, which are relatively low although the commission error are a bit 

higher than that of the underlying surface and cloud. This may be due to the absence of real ground truth 

information. Thus, this accuracy contains uncertainties. In addition, the Kappa coefficient of the algorithm 

is about 96.29%, which means the output results have high agreement with the desired response. 

Table 3. The error matrix and classification results of the algorithm. 

Cover Types Smoke Underlying Surface Cloud Omission Error Commission Error 

Smoke 296 18 0 1.66% 5.73% 

Underlying Surface 5 521 4 3.34% 1.70% 

Cloud 0 0 296 1.35% 0 

Overall Accuracy 97.63% 

Kappa Coefficient 96.29% 

Meanwhile, in order to demonstrate the importance of constructing seasonal detecting models, the 

summer training data which were extracted from Russia on 29 July 2010 were used as training samples 

to test the spring data that were extracted from northeastern Asia on 29 April 2009. The error matrix of 

this case is shown in Table 4. The decrease of accuracy and the increase of error are shown in Figure 9. 

It can be seen that the overall accuracy and Kappa Coefficient are about 58.23% and 36.92%. The 

accuracy and Kappa Coefficient decrease 39.4% and 59.73% by comparing with the case using spring 

training samples to test spring samples. In addition, the omission error and commission error increase 

about 8.42% and 23.05%. Thus, in this point of view, season can be considered as an important factor in 

constructing smoke detection models. 

Table 4. The error matrix and classification results by using summer samples to test spring samples. 

Cover Types Smoke Underlying Surface Cloud Omission Error Commission Error 

Smoke 1178 228 248 10.08% 28.78% 

Underlying Surface 132 1151 1062   

Cloud 0 1 0   

Overall Accuracy 58.23% 

Kappa Coefficient 36.92% 
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Figure 9. The decrease of accuracy and the increase of error by comparing the tests in 

different ways (one is that the training samples and testing samples extracted in the same 

season; the other is that the training samples extracted in summer while the testing samples 

extracted in spring). 

4.2. Seasonal Applicability of the Algorithm 

In order to test the applicability of the algorithm in different seasons, we verified it with the MODIS 

data of three fire-affected areas: the first is the Daxing’anling area (China) shown in Figure 10a and the 

fire happened on 16 October 2004 in autumn; the second area shown in Figure 10b is northeastern Asia 

including the Daxing’anling area (China) and the Amur region (Russia) and the fire happened on 29 

April 2009 in spring; the third area shown in Figure 10c is the Ryazan region (Russia) and the fire 

happened on 29 July 2010 in summer. The potential smoke plumes, which consisted of both smoke 

plumes and clouds, are depicted in white in the true-color images (Figure 10a–c). The detected smoke 

plumes after eliminating clouds were marked with red color as shown in Figure 10d, Figure 10f and 

Figure 10h. Figure 10e, Figure 10g and Figure 10i are the results of the rectangle areas shown in  

Figure 10a–c, respectively.  

It can be seen that not only can the major plumes be identified but also most of the dispersed and 

thin smoke area could be successfully detected by comparing the detected results with the true-color 

images in Figure 10. On the other hand, the cloud pixels which were marked with blue color  

(Figure 10f–i) and the smoke pixels marked with red color (Figure 10d–i) could be clearly 

discriminated from each other. However, a small part of thin smoke in the downwind direction was not 

efficiently identified by comparing Figure 10h, Figure 10i with Figure 10c. This is because of the 

similar spectral characteristics and overlap between thin smoke pixels and background. The smoke and 

the clouds in the low atmosphere also has similar properties, thus there exist some misclassifications 

(Figure 10f–h). However, the undetected and incorrectly detected smoke pixels are so less numerously 

than those successfully detected. Thus, the improved algorithm could be considered reliable and used to 

detect smoke plumes with a low error as analyzed in Section 4.1. As a result, it could provide more 

abundant information for fire detection and analysis. 
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Figure 10. (a) True-color composition RGB image acquired over Daxing’anling area, China on 16 

October 2004, (b) True-color composition RGB image acquired over Daxing’anling area, China and 

Amur region, Russia on 29 April 2009, (c) True-color composition RGB image acquired over Ryazan 

region, Russia on 29 July 2010, Panels (d) and (e) are the results of panel (a) and the rectangle area in (a) 

by using the algorithm, Panels (f) and (g) are the results of panel (b) and the rectangle area in (b), Panels 

(h) and (i) are the results of panel (c) and the rectangle area in (c). 
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4.3. Robustness of the Algorithm  

To check the robustness of its performance, the algorithm was applied to MODIS images acquired 

during several past forest fire events in different locations. The algorithm produced relatively 

satisfactory results in all cases. Four application cases are presented in this study: In the first case, the 

plumes emitted from major fires in eastern Saha Region, Russia (3 August 2012) were detected; in the 

second case the major plume emitted from a large, complex fire burning in Quebec, Canada (19 June 

2013) was identified; in third case, the plume caused by forest fire in Greece (24 August 2007) was 

detected and in the fourth case, the plumes generated from several wildfires around Alice Springs in 

Australia (30 September 2011) were identified. 

 

Figure 11. Smoke plumes detection by using the improved algorithm in Russia on 3 August 

2012 (summer): (a) True-color composition RGB image of MODIS bands 1, 4 and 3 covering 

the detected area, (b) The rectangle area shown in panel (a), (c) The detected result of panel 

(a) and panel (d) is the result of rectangle area. The smoke plumes are depicted in red color. 

Figure 11a shows the MODIS image acquired during the forest fire happened in Saha Region 

(Russia) on 3 August 2012 at 03:30 UTC. Several main large plumes had been formed along with hot 

spots, which are depicted in dark white tones. The proposed integrated algorithm based on the 

multi-threshold method and BP neural network classification was applied to detect the smoke plumes. 

The training samples of this case extracted in summer from Figure 2c. The detected result of Figure 11a 

is shown in Figure 11c. It can be seen that the outputs of the smoke pixels are more than 0.5 and depicted 

in red color. The main plumes even the thin smoke pixels were well discriminated from other cover 
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types especially the clouds which are marked in blue color in Figure 11c. Figure 11d is the detected 

result of Figure 11b, which is the rectangle area in Figure 11a. As seen from Figure 11d, it can be stated 

more clearly that the algorithm has successfully discriminated the smoke plumes including the thin 

smoke area shown in Figure 11b. In addition, the smoke plumes are significantly different from the 

clouds marked in blue in the detected results. In this case, the application of the proposed algorithm has 

relative satisfactory results (the major smoke plumes, the thin smoke area and the clouds were well 

identified). Thus, the proposed algorithm has the potential to distinguish smoke plumes from other cover 

types successfully and then provides signals for fire detection and fire behavior analysis. 

 

Figure 12. Smoke plumes detection in western Quebec, Canada on 19 June 2013 (spring): 

(a) True-color composition RGB image of MODIS bands 1, 4 and 3 covering the detected 

area, (b) The rectangle area shown in panel (a), (c) The detected result of panel (a) and panel 

(d) is the result of rectangle area, the smoke plumes are depicted in red color. 

Figure 12a shows the true-color composition RGB image of MODIS bands 1, 4 and 3 acquired during 

a large, complex forest fire burning in Quebec (Canada) on 19 June 2013 at 18:15 UTC. A huge plume 

had been also formed in this case and depicted in dark white tones. The detected plume is shown in 

Figure 12c in red by using the proposed algorithm based on the training samples extracted from  

Figure 2b. As seen from this image, the main part of the emitted plumes could be identified; however,  

a small part of the plume at the downwind direction cloud not be detected and some parts of 

misclassification existed over the ocean in the west of Figure 12c. Figure 12d is the detected result of 

Figure 12b. This can further indicate that there is significant difference between smoke and cloud even 



Remote Sens. 2015, 7 4490 
 

though a small part of cloud pixels were misclassified into smoke pixels in the east of the image. The 

miss-classification and misclassification may be caused by the following reasons: (1) similar spectral 

characteristics and large overlap between smoke and other cover types; (2) geographic difference 

between the area of training samples and the detected area, which lead to different ecology. However, 

the main plume can be detected to provide fire signal by applying the proposed algorithm although the 

hot spots are covered with high density smoke and cloud interference. Thus, in this case, the proposed 

algorithm is considered to be reliable for smoke detection although a small number of miss-classifications 

and misclassifications exist. 

Figure 13a shows the MODIS true-color composition RGB image by assigning red, green and blue 

colors to bands 1, 4 and 3, respectively. It was acquired during a forest fire in Greece on 24 August 2007 

at 09:45 UTC. A huge plume was dispersed from land to the ocean. The algorithm was applied to this 

MODIS image by using the training samples extracted from Figure 2c in summer. The detected plume is 

shown in Figure 13c in red, whose outputs are more than 0.5, whereas the detected result of the rectangle 

area in Figure 13a is shown in Figure 13d. As can be seen from Figure 13c and Figure 13d, the algorithm 

detected the part of the plume located over land, however, the dispersed part with lower density of the 

plume cannot be identified successfully. This might be due to the existence of the mixed pixels of smoke 

over ocean. Furthermore, the outputs of the mixed pixels are higher than that of the water pixels. 

However, as a fire signal, the detected part of the plume over land is enough to help fire detection. 

 

Figure 13. Smoke plumes detection by using the algorithm in Greece on 24 August 2007 

(summer): (a) True-color composition RGB image of MODIS bands 1, 4 and 3 covering the 

detected area, (b) The rectangle area shown in panel (a), (c) The detected result of panel (a) 

and panel (d) is the result of rectangle area, the smoke plumes are depicted in red color. 
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Figure 14a shows the MODIS true-color composition RGB image of bands 1, 4 and 3. It was 

acquired during several wildfires happened near Alice Springs in Australia on 30 September 2011 at 

05:05 UTC. Several main large plumes had been formed in this case and depicted in grey tones. The 

proposed algorithm was applied to identify smoke plumes emitted from these wildfires based on the 

seasonal training samples sets extracted from Figure 2b in spring. The detected smoke pixels are 

marked with red color, whose outputs are more than 0.5. The detected result of the rectangle area in 

Figure 14a is shown in Figure 14d. Comparing Figure 14a with Figure 14c and Figure 14b with  

Figure 14d, it can be seen that the algorithm discriminated the major smoke plumes. However, in this 

case, the dispersed and thin smoke area cannot be successfully detected. This may be due to the 

geographic difference between the area of training samples and detected area, which have different 

ecology; and also the similar characteristics and large overlap between smoke pixels and underlying 

surface. However, because the major smoke plumes can be efficiently identified, the proposed 

algorithm in this case is considered to be reliable for smoke detection to provide fire signals for further 

fire management even though a part of thin smoke areas in the downwind direction are miss-classified. 

 

Figure 14. Smoke plumes detection by using the algorithm around the Alice Spring 

(Australia) on 30 September 2011 (spring): (a) True-color composition RGB image of 

MODIS bands 1, 4 and 3 covering the detected area, (b) The rectangle area shown in panel 

(a), (c) The detected result of panel (a) and panel (d) is the result of rectangle area, the smoke 

plumes are depicted in red color. 
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On the one hand, the concentration of smoke changes because of its dispersion into the atmosphere 

and then it leads to overlap in spectral characteristics between smoke and other cover types, that is to 

say, the smoke pixels with low density have different spectral characteristics from the detected ones; 

on the other hand, the geographic difference between the area of seasonal training sample sets and the 

detected areas, which have different ecology, lead to the different spectral characteristics of the 

underlying surface. Thus, the misclassification and miss-classification are inevitable by applying the 

proposed algorithm. However, the previous results indicate that the major smoke plumes even some 

part of the dispersed and thin smoke areas can be efficiently identified by comparing with the 

true-color composition MODIS images based on the BPNN classification method. 

In fact, as smoke plumes are the product of early forest fire, information regarding their presence and 

evolution could clearly help for fire detection. The cases presented above support this idea. The basic 

principle of fire detection is that fires increase the response of brightness temperature bands when 

compared to background temperature. However, the following encountered situations in practice limit 

the possibility of fire detection: (1) the presence of smoke and cloud may cover the ground fire 

information from the satellite sensors’ observation; (2) fire spots cannot be found under a thick canopy; 

(3) the fire can be masked by a hot background during the afternoon in summer; (4) some hot ground 

regions can be easily miss-classified as fires [16]. Therefore, smoke plumes can be used as a signal for 

fire detection and fire behavior analysis without associated hotspots. For instance, forest fire burning in 

Quebec (Canada) shown in Figure 12a was masked by the hot dense smoke. Thus, smoke detection by 

applying the algorithm proposed in this study could help to refine the result of fire detection. 

4.4. Results of the Multi-Threshold Method 

As mentioned in the introduction, some previous studies demonstrated that the multi-threshold method 

is simple and practical [18,21,26–29]. However, it has some limitations such as the thresholds need to be 

adjusted due to the geographic differences. Besides, a group of thresholds cannot produce a relative 

accurate smoke identification. The multi-threshold method [18,28] was also applied to the previous cases. 

The results were shown in Figure 15. The thresholds adopted in these scenes were listed in Table 5. 

It can be seen that there exist many miss-classifications and many non-smoke pixels are misclassified in 

these detected results. Figure 15a shows that a large amount of smoke pixels were not identified by using 

a group of thresholds shown in the second column of Table 5, whereas, Figure 15b shows that a number 

of non-smoke pixels were misclassified into smoke pixels and also some parts of the smoke plumes 

cannot be efficiently detected based on a group of thresholds shown in the third column of Table 5. 

Figure 15c shows that a large number of non-smoke pixels were detected as smoke pixels even though 

the major plume could be successfully detected, but Figure 15d not only has misclassifications but also 

the smoke plume cannot be detected. Comparing Figure 15e with Figure 15f, different parts of smoke 

plumes were detected by using different thresholds. These indicate that the thresholds need to be changed 

in different scenes in order to obtain more relatively satisfactory results. However, it needs some 

experiences and prior knowledge in different location for changing the thresholds. Thus, it is difficult for 

researchers outside a specific study area to identify smoke plumes by using multi-thresholds. In this study, 

we improved the self-adapted classification method to accomplish accurate and effective smoke detection 

in a relative broader area even in the global. Comparing Figure 15 with previous results, the proposed 

algorithm can capture most of the smoke pixels (including major plumes and the some diffusion area of the 
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plumes) and produce more satisfactory results than those of the multi-threshold method. Thus, we think 

the applicability of the proposed algorithm is better than the multi-threshold. 

 

Figure 15. Smoke plumes detection by using the multi-threshold method in different 

locations. Panel (a) and Panel (b) are the results of two groups of thresholds in Russia on  

3 August 2012. Panel (c) and Panel (d) are the results of two groups of thresholds in Quebec, 

Canada on 19 June 2013. Panel (e) and Panel (f) are the results of two groups of thresholds in 

Greece on 24 August 2007. 
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Table 5. The thresholds adopted in Figure 15. 

Equations Figure 15 a,c,e Figure 15 b,d,f 

   8 19 8 19R R R R   [0.15, 0.5] [0.4, 0.85] 

 9 7 9 7( )R R R R   [0.3, +∞) [0.3, +∞) 

   8 3 8 3R R R R   (−∞, 0.09] (−∞, 0.09] 

8R  [0.09, +∞) [0.09, +∞) 

5. Conclusions 

It is difficult to detect small forest fires or those under a thick canopy by satellite remote sensing.  

As smoke plumes are concomitant with forest fires, smoke detection can be used as an indicative signal 

to provide valuable information and help in refining fire detection. The MODIS sensor makes global 

observations with 36 bands, covering the wavelength range from 0.4 to 14.2 μm. Thus, it can provide 

more abundant information for smoke detection.  

The algorithm proposed in this study is developed using MODIS data. It combined multi-threshold 

method and BPNN classification to carry out efficient smoke detection based on the analysis of the 

spectral characteristic of smoke and other cover types. The algorithm contains the following parts:  

(1) pre-processing the MODIS data and then transferring bands information to reflectance or brightness 

temperature; (2) extracting seasonal training samples of smoke, cloud and underlying surface by using 

multi-threshold method; (3) analysis of spectral characteristics of smoke and other cover types to select 

the input feature vectors of BPNN; (4) training BPNN to separate smoke plumes from other types in 

different seasons based on the seasonal training sample sets and eliminating interference noise. Then the 

BPNN can be used to identify smoke. The performance of the algorithm was evaluated using the error 

matrix to calculate the overall accuracy and Kappa coefficient in conjunction with visual inspection of 

the true-color composition RGB images. The algorithm was validated with MODIS data of several forest 

fires occurred in different places and different dates.  

The results of all cases are relatively satisfactory when compared to true-color composition images. 

The algorithm can capture both thick smoke plumes and dispersed thin plumes over land. It also can be 

noticed that the outputs of smoke plumes over the ocean has significant difference from that over land or 

pure water pixels due to the existence of the mixed pixels. Only a small part of missed plumes exists and 

misclassification is inevitable due to the similar spectral characteristics between each other and the 

geographic difference between the area of seasonal sample sets and the detected areas. The main 

advantage of the proposed algorithm is that it can be used to detect smoke plumes in different seasons 

using the seasonal training data sets. Moreover, it provides quantitative and continuous outputs of smoke 

as well as other objects. The smoke outputs provide a measure of both the concentration of smoke and 

the mixing with other cover types. The plumes in different locations are efficiently detected by the 

algorithm. Thus, these results could provide valuable information concerning fire location, fire spread 

direction and so on. However, the main disadvantage of proposed algorithm is that the geographic 

differences between the area of seasonal training sample sets and the detected exist, thus, it can be 

used to identify the smoke plumes emitted from wildfires in different seasonal, but the 

misclassifications in different locations are inevitable. Thus, the seasonal and regional-dependent 

training sample sets will be established in the future. In addition, misclassification and 

miss-classification are also generated because of the overlap between smoke and other cover types. 
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