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Abstract—The identification of the state of human peripheral vascular tissue by using artificial neural networks is discussed in this paper. Two different laser emission lines (He–Cd, Ar⁺) are used to excite the chromophores of tissue samples. The fluorescence spectrum obtained, is passed through a nonlinear filter based on a high-order (HO) neural network neural network (NN) [HONN] whose weights are updated by stable learning laws, to perform feature extraction. The values of the feature vector reveal information regarding the tissue state. Then a classical multilayer perceptron is employed to serve as a classifier of the feature vector, giving 100% successful results for the specific data set considered.

Our method achieves not only the discrimination between normal and pathologic human tissue, but also the successful discrimination between the different types of pathologic tissue (fibrous, calcified). Furthermore, the small time needed to acquire and analyze the fluorescence spectra together with the high rates of success, proves our method very attractive for real-time applications.

Index Terms—Artificial neural networks, atherosclerotic problem, laser induced fluorescence spectroscopy.

I. INTRODUCTION

The general trend in modern cardiovascular diagnostics during the last decade is the use of novel minimal or noninvasive techniques in order to reduce the time of hospitalization as well as diminish the discomfort that comes with any major exploratory operation. Various techniques have been incorporated in the cardiologist’s arsenal including fluoroscopy, magnetic resonance imaging, ultrasound imaging, and other noninvasive or minimally invasive modalities. A major short come of those techniques is that although they give useful information regarding the mechanical (blood flow, wall density) and geometrical features (level of stenosis) of the vessel they do not acquire data related to the biochemical composition of the tissue (biopsy). In this respect, there is considerable effort in incorporating novel opto-electronic technology in medical diagnostics. Light can excite tissue components and, consequently, induce their decay by the emission of photon (fluorescence). The use of lasers and optical fibers has revolutionized this research area.

In recent years, several research efforts have been directed toward incorporating laser-induced fluorescence for the characterization of arterial-wall structure. Various groups [1]–[5] have used a variety of surface fluorescence detection schemes to improve tissue discrimination. The use of fluorescence spectroscopy as a diagnostic tool presents a lot of difficulties because of the distortion of the signal caused by the absorption and the scattering of the tissue. However, many studies have succeeded in extracting intrinsic fluorescence or absorption profiles from measurements in turbid media [6], [7]. Additionally many groups have investigated the fluorescence of fluorophores [8]–[10]. Arteries with atherosclerotic changes exhibit altered fluorescence response that provides information about the fluorophore–chromophore composition of the underlying lesions. Characterization of arterial tissue by fluorescence spectroscopy has been performed with various lasers including the Ar⁺ (476.5 nm) [2], [11], [12], XeCl (308 nm) [13]–[15], XeF (351 nm) [16], He–Cd (325, 442 nm) [17]–[19] and N2 (337 nm) [1], [20] lasers.

Laser induced fluorescence spectroscopy (LIFS) has been tested in vitro, in order to discriminate atherosclerotic from normal artery tissue. The ratio of intensities of two or more regions of the recorded fluorescence spectrum has been evaluated as a discriminant for arterial tissue [30]–[32]. Multiple and stepwise regression analysis is used to analyze intensity ratios [33]. Moreover, the comparison between the fluorescence spectra of the arteries and their extracted components (collagen, elastin, lipids) has been used in order to discriminate pathologic from normal tissue [19].

Advanced human atherosclerotic lesions as seen in unselected autopsy specimens are often highly collagenous and contain surprisingly little lipid [21]. The fluorescence of these lesions is strongly influenced by the matrix proteins forming the fibrous cap that cover advanced plaques [19]. In contrast, during early atherogenesis the subendothelial space is occupied by lipid-laden macrophages or foam cells, which form the major components of fatty streaks [22], [23]. Based on recently accepted interpretations, lipoproteins accumulating in foam cell lesions undergo peroxidative and hydrolytic modifications [24]–[26]. It has been suggested that these lipoprotein modifications play an important role in attracting circulating monocytes and transforming them into lipid-laden foam cells [24]. In addition to these methods, fluorescent probes have...
been used as positional markers in a wide field of applications [27]–[29].

The principal component analysis (PCA) is often used for revealing spectroscopical characteristic features that enable tissue classification [1], [34], [32]. LIFS is based on the analysis of selected spectral areas which seem to be more sensitive to the changes of the tissue state. In many cases, this approach leads to a biased assessment since the classification scheme overlooks changes occurring in the other spectral areas. In this respect, an evaluation scheme that can monitor changes in the whole spectra band of the fluorescence signal is expected not only to detect alteration related to nonnormal lesions, but to further differentiate among different types of pathologic lesions. The difficulty in discriminating pathologic from peripheral vascular tissue via LIFS, can easily visualized in Fig. 1 which represents typical normalized spectra, that correspond to the three possible tissue states (normal, fibrous, calcified). It is apparent that the three signals almost coincide, thus demanding a very sensitive classification algorithm for their correct processing.

Artificial neural network (ANN) structures have been successfully applied in many classification problems. In contrast to the limited number of spectral regions taken into account by other techniques, the ANN analysis enables, the comparison along the entire distribution between different recorded spectra. Thus, improved results in the classification of the arteries may be obtained, through the use of ANN structures. This is the motivation behind our work.

ANN approaches may be used for the extraction of the appropriate features from the given spectra sequence, and/or the successful classification of the obtained feature vector. In this paper, we consider sequential ANN structures for feature extraction and classification of human tissue using double-wavelength excitation in vitro. The fluorescence spectrum is passed through a nonlinear filter based on a high-order (HO) neural network neural network (NN) [HONN] whose weights are updated by stable learning has derived through Lyapunov stability theory. The output of the filter forms the feature vector which consequently is used to train a multilayer perceptron (MLP) NN-based classifier. A number of completely characterized human tissue samples are tested to highlight the efficiency of our approach.

In contrast to other known methods, our experiments indicate that the features extracted through our approach, are completely separable, and the human vascular tissue samples can be well characterized. Moreover, the total inference time required for the characterization of tissue samples is quite small, thus making our method applicable to real-time diagnostic systems.

The paper is organized as follows. In Section II, our experimental setup is described in detail. Section III describes the ANN architectures used for feature extraction and classification. Our method is applied on human tissue samples and the results are presented in Section IV. Section V concludes this study with relevant observations regarding the theoretical development and experimental performance of our algorithm.

II. EXPERIMENTAL SETUP

A. Tissue Samples

Tissue samples from six patients were investigated in vitro. In three cases, complete histologic evaluation of the tissue samples was obtained. All the samples were obtained from bypass operations and amputations. Flank, femoral and ham artery samples were investigated. All tissues were obtained in an unfixed state, within half-hour after the excision. The vessels were opened longitudinally to expose the intimal surface. Following gross inspection, some of these specimens were classified as normal and the rest as of various degrees of athrosclerosis (fibrous plaque, calcified plaque). Some specimens expressed both calcified and fibrous plaque. The specimens were cleaned and rinsed in saline solution. Subsequently, they were fixed on a wet sponge in order to maintain humidity. In three patient cases, the samples were stored in formalin (10%) and sent for histologic examination after the end of the experiment. They were embedded in paraffin, and stained with hematoxylin–eosin. Histologic examination followed and the results were compared with the surface fluorescence measurements obtained during the experiments.

B. Experimental Apparatus and Data Acquisition

The experimental setup is shown in Fig. 2. A He–Cd laser emitting at 442 nm and an Ar⁺ emitting at 488 nm were used for excitation. All samples were irradiated with dual wavelength excitation from the HeCd and the Ar⁺ laser emission lines. We use double-wavelength excitation in vitro to excite more chromophores of the tissue. This form of excitation serves as a means of improving spectral sensitivity during human vascular tissue classification performed by a two-module ANN structure, in laser induced fluorescence spectroscopy. By using a 442-nm line for the irradiation of the tissue, better excitation of the flavins (λ_{obs,max} ≃ 450 nm) is achieved. On the other hand, a 488-nm line induces an increased fluorescence response of the tissue in the far-red part of the spectrum (due to the fluorescence of the porphyrins).
Fig. 2. Experimental apparatus for laser induced fluorescence measurements of normal and atherosclerotic tissues. All optical components, except the pumping lasers (He–Cd, Ar⁺), are located in a diagnostic module. HPF: high-pass filter. DM: Dichroic mirror. OMA: Optical multichannel analyzer.

The average power used during the experiments was of the order of 5-mW/laser line. Both excitation lasers operated in continuous-wave (CW) mode and the exposure time was few seconds. This does not have any effect on the tissue (i.e., thermal) or the measurement, since the average power were very small. The output of the lasers was coupled through a dichroic mirror (99.3% at 45° at 430–500 nm) to the optical path and was focused on the input of a step index multimode fiber (560-μm core diameter). Fluorescence emission was collected by the same fiber. It was subsequently passed through the dichroic mirror and was focused at the entrance slit (100 μm) of a 0.25-m spectrograph equipped with a 450-groove-mm⁻¹ holographic grating. Data acquisition and analysis were performed via an optical multichannel analyzer (OMA) employing a diode array detector. The signal from the diode array detector was fed to a 486 PC for analog-to-digital conversion and further processing. Wavelength calibration was performed with a mercury lamp. A high-pass filter (Schott CG 490 nm) was placed in front of the spectrograph entrance in order to isolate the fluorescence signal from reflected laser light. The detection system (including the spectrograph, detector and fiber) was not corrected for uniform spectral response. However, this does not affect the validity of our analysis since all of them were based on relative intensities. The spectrum obtained during the experiment represented the time-integrated fluorescence of the underlying tissue. The OMA was operated in the free scanning mode.

The acquisition strategy was to acquire background-corrected fluorescence spectra from each tissue sample. The background was recorded during laser irradiation in saline. This accounted for the fluorescence of the fiber, saline and other external sources of noise. The background spectrum was subtracted automatically from each spectrum obtained from the tissue sample.

III. THE ANN DIAGNOSTIC SYSTEM ARCHITECTURE

An NN structure is employed for the classification of spectral samples obtained by HeCd and Ar⁺ emission lines. It consists of two modules. The first module receives as input the entire distribution of the recorded spectra of the tissue sample and a nonlinear filter based on a HONN architecture, whose weights are updated by stable learning laws derived through Lyapunov stability theory, performs feature extraction. Feature values encode the underlying state of the tissue samples (i.e., normal, calcified, fibrous). The second module, which is comprised by a classical MLP NN with sigmoid activation functions, trained by the error backpropagation algorithm, serves as a classifier of the feature vector to one of the three predetermined classes. It is to be noted however, that since the artery tissue samples are completely characterized by histologic evaluation, any supervised classification method can be used to implement the classifier. The ANN diagnostic system architecture is illustrated in Fig. 3.

The inputs of both modules are linearly transformed in the range [0,1], before any processing takes place. This is done in order to avoid the appearance of destabilizing mechanisms caused by purely numeric issues, (i.e., extremely large variations on the actual spectra data). In this way, the output also appears in the range [0,1].

A. Feature Extraction

In this section, we study the construction of the feature extraction system and we rigorously analyze its performance. Let $x \in \mathbb{R}_+$ be the wavelength, $y \in \mathbb{R}_+$ be fluorescence intensity ($\mathbb{R}_+$ denotes the set of positive real numbers), and $f$ represent the actual but unknown recorded fluorescence spectrum. Obviously $y = f(x)$. Moreover, let $\hat{y} = \hat{f}(x)$ be an approximation model of the actual spectra $f(x)$. Define the spectra approximation error as

$$
e = f(x) - \hat{f}(x) = y - \hat{y}.$$  \hspace{1cm} (3.1)

Observe that $e$ is directly measured even though $f(x)$ is completely unknown. Now consider the first-order filter

$$\dot{z} = -\alpha z + e.$$  \hspace{1cm} (3.2)

where $z \in \mathbb{R}$ is the filter output and $\alpha > 0$ is a design constant. Exploring the approximation capabilities of HONNs,\(^1\) we can assume without loss of generality that the unknown term in (3.2), [i.e., $f(x)$], can be substituted by a HONN plus a mod-

\(^1\)See Appendix A for a brief description of HONNs
eling error term \( \omega(x) \). In other words, there exist constant but unknown weight values \( W^* \) such that (3.2) can be written as

\[
\dot{z} = -\alpha z - W^T S(x) + W^* T S(x) + \omega(x) \tag{3.3}
\]

where we have also used (A-1) in the expression of \( \tilde{f}(x) \). For the modeling error term we make the following assumption, which is common in the literature and is a direct consequence of the approximation Theorem A.1.

**Assumption 3.1:** On a compact region \( \Omega \subseteq \mathbb{R}^n \) the modeling error term satisfies

\[
|\omega(x)| \leq \epsilon
\]

where \( \epsilon \geq 0 \) is an unknown bound.

Observe that in (3.3), \( W \) can be viewed as estimates of the unknown weight values \( W^* \). Define the parameter errors as \( \tilde{W} = W - W^* \). Hence, (3.3) becomes

\[
\dot{z} = -\alpha z - \tilde{W}^T S(x) + \omega(x), \tag{3.4}
\]

Furthermore, (3.4) is in a bounded input–bounded output (BIBO) form. In other words, if the term \( \tilde{W}^T S(x) + \omega(x) \) is bounded and approximates zero, then the output of the stable filter (3.4) also approximates zero. Hence, learning the actual fluorescence spectrum is equivalent to forcing \( z \) to converge to an arbitrarily small neighborhood of zero through updating \( W \), since \( \omega(x) \) may due to Theorem A.1, be arbitrarily small.

**Remark 3.1:** Our analysis is fairly general and may incorporate any linearly parameterized approximation model as for example radial basis function (RBF) NNs with fixed centers and widths [40], fuzzy systems, etc.

A key issue in the design of the feature extraction system is the definition of the feature vector, which is based on relevant parameters employed in modeling the relation \( y = f(x) \). On parameters of the approximation \( \tilde{y} = \tilde{f}(x) \). In our approach, we take the feature vector \( (F) \) to be

\[
F = \left[ \int_0^x \left( \sum_{i=1}^L u_i^2(\tau) \right) d\tau \right] \left( \int_0^x e^2(\tau) d\tau \right)^{-\frac{1}{2}}. \tag{3.5}
\]

This selection allows \( F \) to encode all HONN variables that characterize the recorded fluorescence spectrum. An obvious feature is the approximation error \( \epsilon \). Furthermore, since the HONN possesses a linear-in-the-weights property, the existence of a unique \( W^* \) vector different for each different fluorescence spectrum is guaranteed (see Theorem A.1). Thus, a norm of the weights vector \( W \) also serves the purpose of a relevant feature. In (3.5), we have used the \( L_2 \) norm of the weights calculated over the total wavelength \( z \) interval, for which we have \( f(x) \geq 0 \).

What is left to be designed is the derivation of stable learning laws to update the HONN weights \( W \). This update must be performed in such a way as to force the HONN-based filter output \( z \) to converge to an arbitrarily small neighborhood of zero, thus guaranteeing the minimization of the approximation error \( \epsilon \). The next Theorem summarizes the necessary details on this issue.

**Theorem 3.1:** Consider the filter (3.4) [or equivalently (3.2)]. The learning law

\[
\dot{W} = -\gamma W + z S(x), \quad \gamma > 0
\]

guarantees the uniform ultimate boundness of its output \( z \) with respect to the arbitrarily small set

\[
\mathcal{Z} = \left\{ z \in \mathbb{R} : |z| \leq \frac{\epsilon}{\alpha} + \frac{1}{2} \sqrt{\frac{(\epsilon/\alpha)^2}{\alpha} + \frac{2\gamma |W^*|^2}{\alpha}} \right\}
\]

as well as the boundeness of HONN weights \( W \forall x \geq 0 \).

**Proof:** The proof of the theorem is given in Appendix B.

**Remark 3.2:** Theorem 3.1 practically tell us that if we start with an initial condition \( z(0) \) inside \( \mathcal{Z} \) then \( z(x) \) remains inside \( \mathcal{Z} \forall x \geq 0 \). Otherwise, if \( z(0) \notin \mathcal{Z} \), then there exists a finite wavelength \( x_0 > 0 \) in which the trajectory of \( z(x) \) reaches the boundary of \( \mathcal{Z} \) and stays in it \( \forall x \geq x_0 > 0 \). Thus, the goal we have posed, to force \( z \) to converge to an arbitrarily small neighborhood of zero, has been achieved.

**Remark 3.3:** It is obvious from Theorem 3.1 that the size of the set \( \mathcal{Z} \) can be controlled by appropriately selecting the design constants \( \alpha, \gamma \). Generally \( \gamma > 0 \) must be chosen small to minimize the error term introduced by the unknown \( W^* \). On the contrary, \( \alpha \) must be taken large as it appears at the denominator of the expression that defines \( \mathcal{Z} \). However, the later selection can be avoided if the HONN structure is selected in a way to establish \( \epsilon \) small (i.e., \( \epsilon \approx 0 \)). This includes picking the right amount of high-order terms and the appropriate values of the parameters that appear at the expression of sigmoid function. Unfortunately, this is not a trivial task since all the aforementioned parameters appear nonlinear in the HONN structure. We can state though some practical selection rules. The parameter \( l \) in (A-3) controls the slope of the sigmoid function. Hence, larger values of \( l \) are expected, when the unknown function which we want to approximate is stiff enough. Further, \( \mu \) in (A-3) controls the bound of sigmoid’s curvature. This parameter directly multiplies the weights of the HONN and, thus, it mostly attains values around unity. Too large values of \( \mu \) would initialize a destabilization mechanism known in the literature of adaptive control as high gain instability [39], since it would lead to large values of \( S(x) \) which appears as a nonlinear gain in the learning laws that update the weights of the HONN. On the contrary, extremely low values of \( \mu \) would practically extinguish the learning process. The parameter \( \lambda \) in (A-3) shifts the sigmoid function vertically. Typical value of \( \lambda \) is zero (i.e., no shift). However, our experience has shown that a small shift often improves the approximation performance. As far as the order of the HONN is concerned [i.e., \( L \) in (A-2)] enlarging \( L \) will generally lead to a smaller approximation error, and as \( L \to \infty \) then \( \epsilon \to 0 \). This is concluded from the proof of the approximation Theorem A.1 [41]. However, in practice, obtaining values of \( L \) beyond a certain point, will not have any practical improvement in the HONN approximation performance.

**B. Classification**

In this module, the classification of the feature vectors is performed. A MLP NN is used to implement the classifier. The
network receives as inputs the features extracted from the previous task, and infers the state in which the specimens belong (i.e., normal, fibrous, calcified). Note that after the features have been obtained, any classification scheme may be utilized as a candidate classifier. From theoretical point of view, there exists no method to predict the classification performance beforehand.

Since we have to deal with a multiclass problem we are building a network model with a separate output unit for each class. The target vectors are of binary type. More precisely, \( t_c = (1, 0, 0) \) corresponds to calcified tissue, \( t_f = (0, 1, 0) \) corresponds to fibrous tissue, while \( t_n = (0, 0, 1) \) corresponds to normal tissue. In the actual classification process, the activation of each output unit can be used as a measure of belongingness to the respective class. A highly activated unit means that the input vector belongs to the corresponding class, while low activation have the opposite meaning. In order to make the final classification decision, the Euclidean distance \( d_i \) of the MLP output vector from all target vectors, is calculated

\[
d_i = |y - t_i| = \sum_{j=1}^{3} (y_j - t_{i,j})^2, \quad i \in \{c, f, n\} \tag{3.6}
\]

where \( y \) is the three-dimensional (3-D) output vector of the NN and \( t_{i,j} \) is the \( j \)th element of the \( i \) class target vector. The tissue is classified to class \( i \) with the minimum distance \( d \)

\[
d = \min_i \{d_i\}, \quad i \in \{c, f, n\}. \tag{3.7}
\]

If more than one output units are highly activated, or all output units are low activated, the error probability in the final decision is very high.

Before its actual operation as a classifier, the MLP network must be trained, using a predefined training set. When only a finite set of input–output vectors is given, a common approach is to use some of these pairs for training and the rest for testing the efficiency of the network designed. We follow the same approach in training our MLP classifier.

Since the tissue samples used for training have been completely characterized by a histologic evaluation, the desired value of the output vector is known. The squared difference between the estimated output value (\( \text{out} \)) and the target output value (\( \text{target} \)) is used as an error measure for the behavior of the classifier. The error on the total 3-D output vector is defined by

\[
E = \frac{1}{3} \sum_{i=1}^{3} (t_i \text{out} - t_i \text{target})^2
\tag{3.8}
\]

where \( t \in \{(1, 0, 0), (0, 1, 0), (0, 0, 1)\} \).

During training, we aim at minimizing the error that the network produces over the entire training set by appropriately updating its weights. For that purpose the well established back-propagation algorithm [38], is utilized.

**IV. RESULTS**

The aforementioned ANN scheme was tested on 31 fibrous, 33 calcified, and 30 normal tissue samples obtained from human tissue, as described in Section II. Only positive spectra values with laser wavelength in the range 500–800 nm were used, since this range yield meaningful data for classification. All spectra have been normalized to peak intensity of one. This corrects for small distance, between the fiber tip and tissue surface, variations which could influence the overall intensity. Typical sequence of spectra values obtained from all three types of tissue is shown in Fig. 1.

The procedure described in Section III was followed. For that purpose a fifth-order (i.e., \( L = 5 \) in (A-2)), HONN based nonlinear filter was implemented to perform feature extraction with parameters that are given in Table I. Such a selection was mainly guided from theoretical results obtained in Section III (i.e., Theorem 3.1, Theorem A.1, Remark 3.3) and were fine tuned with a trial and error procedure aiming at improving the separability among the three different data classes.

Fig. 4, shows that by using the developed learning laws to update the HONN weights \( \mathbf{W} \), the filter output \( z \), converges to an arbitrarily small neighborhood of zero and, thus, guarantees a small approximation error \( \epsilon \).

A two-dimensional (2-D) feature vector \( F = [f_1, f_2]^T \) with features

\[
f_1 = \sum_{n=1}^{N} \left( \sum_{i=1}^{5} w_{i,n}^2 \right) \tag{4.9}
\]

\[
f_2 = \sum_{n=1}^{N} (y - \hat{y})^2 \tag{4.10}
\]
is estimated for each fluorescence spectrum. In (4.9) and (4.10), \( N = 1760 \) is the total number of data included in each recorded spectra and \( \mu_i, i = 1, \ldots, 5 \) are the HONN weights.

The feature extraction procedure is repeated until the difference in the Euclidean norm of feature vectors \( F \) obtained by two subsequent repetitions on the same fluorescence spectrum is less than 0.01. However, our experiment showed that 15 iterations are enough for convergence. Therefore, this number of iterations is used throughout the learning process. At the last iteration, the characteristic features of the sequence spectrum were extracted.

When the feature vectors for all spectra are obtained, they are normalized to the range \([0,1]\) in each dimension. The topology of the extracted feature values in the 2-D space is illustrated in Fig. 5.

A MLP NN with two hidden layers, each containing eight neurons with sigmoid activation functions was used to implement the classifier. The parameters of the sigmoid function were set to \( \mu = 1 \approx 1, \lambda = 0 \) to guarantee that the sigmoids will output values in the range \([0,1]\), since the actual classification target vector elements are of binary type, zero or one. At the training phase, all MLP weights are randomly initialized in the range \([-0.5, 0.5]\) except those in the output neurons which were initialized at 1.0 and were kept constant during learning.

Before the tuning of the classifier, a training set and a test set were built. From the 30 normal, 31 fibrous, and 33 calcified feature vectors that constitute the classification set, we first exclude those that define the borders among the different classes and from the rest we randomly select five feature vectors from each class. These, 15 in the total, formulate the test set and the remaining 79 the learning set. The training set is used to tune the classifier, while the test set is utilized to measure its performance.

The training of the classifier is done offline, following the backpropagation algorithm as mentioned in Section III. The learning rates were initialized to 0.03, and they were linearly reduced to zero, as the total number of 10,000 iterations was reached. After training is completed, the MLP parameters are kept constant and the testing procedure begins.

The classification performance is illustrated in Table II. The first three columns correspond to class encoding, the next three correspond to the classifier output, while the last column is the characterization given to the underlying tissue sample by the ANN diagnostic system. It can be easily seen that for the specific test set the classifier gives very high rates of success.

To investigate the robustness of our approach we have repeated the classification procedure for different combination of training and testing sets, coming though from the initial ensemble of 94 feature vectors. The features that formulate each test set were randomly selected. The results are summarized in Table III.

Observing Tables III and IV it is obvious that the results are consistent. At this point it is worth mentioning that the total time
required by the NN structure (both HONN and MLP) to infer the state of an artery tissue sample is approximately 1 second on a Pentium PC 400 MHz with 64-MB RAM. Of course this measure does not encounter the classifier training time, which anyway is performed off-line. Thus, our method is very attractive for real-time applications.

V. Conclusion

We have presented a two-module ANN structure for the discrimination of peripheral vascular tissue. It receives as input the entire spectrum obtained by a double-wavelength excitation of the tissue. A HONN-based filter is used to extract the characteristic features of the tissue. The use of the HONN structure guarantees the stability of the system, the fast feature extraction, and the sensitivity through the entire fluorescence spectrum. A classical MLP which serves as the classifier is used to identify the state of the underlying tissue.

It was observed that the features extracted by the HONN, were completely separable giving a very high success rate for the classification of the different types of peripheral vascular tissue. The proposed method achieves, not only the discrimination between normal and pathologic tissue, but also the successful discrimination between the different types of pathologic tissues (fibrous from calcified). It must be noted that, the processing of the same fluorescence signals with the implementation of the simple algebraic algorithms which are based on the intensity difference of the recorded spectra, did not have the same high rate of success. The "in vivo" analysis of aorta and coronary spectra by other groups [35], [36] using a laser induced fluorescence guided angioplasty system and an atheroma detection algorithm, showed a specificity of 100% for recognizing normal vessel wall and a sensitivity of 70% for recognizing atherosclerotic sites. Fluorescence intensity rationing has been also used "in vitro" [37]. In the 90% of these cases, it was possible to distinguish between normal and atherosclerotic aorta samples. Furthermore, the time needed to acquire and analyze the spectra is about 2 s. Thus, this technique can be directly used for the in vivo measurements.

In the future, our attention will focus on the optimal selection of the structure and the parameters of HONN used for feature extraction. The selection should be based on the maximization of the separability of the features extracted by tissues of different states. Also more detailed experiments concerning the degree of atherosclerosis of tissue samples (e.g., 70% calcified, 30% fibrous) should be proved crucial for the characterization of samples with feature vectors near the borders.

APPENDIX A

HONNs are single layer, fully interconnected nets containing high-order connections of sigmoid functions in their neurons. Mathematically, they can be expressed by the following compact form:

\[ \hat{y} = W^TS(x) \]  

(A-1)

where

\[ \hat{y}, x \] defined above;

\[ W \] \( L \)-dimensional (\( L \)-D) vector of adjustable synaptic weights;

\[ S(x) \] \( L \)-D vector with elements \( S_i(x), i = 1, 2, \ldots, L \) of the form

\[ S_i(x) = s'(x), \quad i = 1, 2, \ldots, L. \]  

(A-2)

In (A-2), \( s(x) \) is a monotonically increasing, smooth function which is usually represented by sigmoids of the form

\[ s(x) = \frac{\mu}{1 + e^{-\lambda x}} + \lambda \]  

(A-3)

with the parameters \( \mu, I \) to represent the bound and slope of sigmoid’s curvature and \( \lambda \) a bias constant. For the aforementioned NN model, the following approximation theorem can be proved [41]:

Theorem A.1: Suppose that the unknown function \( y = f(x) \) and the model \( \hat{y} = W^TS(x) \) are initially at the same state \( y(0) = \hat{y}(0) \). Then for any \( \epsilon > 0 \) there exists an integer \( L \) and a vector \( W^* \) such that the output of the HONN model with \( L \) high-order connections and weight values \( W = W^* \) satisfies

\[ \sup_{x \in \Omega} |\hat{y} - y| \leq \epsilon \]

for all \( x \in \Omega \), where \( \Omega \subset \mathbb{R}_+^k \) is a compact region.

Theorem A.1 proves that if a sufficiently large number of high-order connections is allowed in the HONN model, then it is possible to approximate any continuous function to any degree of accuracy over a compact domain.
For more information regarding HONN, as well as their dynamic extension, RHONN, the interested reader is referred to [41].

APPENDIX B

Let us consider the Lyapunov function candidate

\[ V = \frac{1}{2} z^2 + \frac{1}{2} \tilde{W}^T \tilde{W}. \]  

(B-1)

Differentiating \( V \) with respect to \( x \), we obtain

\[ \dot{V} = z \dot{z} + \tilde{W}^T \dot{\tilde{W}}. \]  

(B-2)

which after incorporating (3.4) becomes

\[ \dot{V} = -\alpha z^2 - \tilde{W}^T S(x) + \omega(x) + \tilde{W}^T \dot{\tilde{W}}. \]  

(B-3)

Take

\[ \dot{W} = -\gamma W + z S(x) \]  

(B-4)

where \( \gamma > 0 \) is a design constant. Substituting (B-4) into (B-3) we obtain

\[ \dot{V} = -\alpha z^2 - \tilde{W}^T S(x) + \omega(x) - \gamma \tilde{W}^T W + z \tilde{W}^T S(x) \]
\[ = -\alpha z^2 + \omega(x) - \gamma \tilde{W}^T W \]
\[ \leq -\alpha |z|^2 + |z| |\omega(x)| - \gamma \tilde{W}^T W. \]  

(B-5)

It can be proved [41], that

\[ \tilde{W}^T W = \frac{1}{2} |\tilde{W}|^2 + \frac{1}{2} |W|^2 - \frac{1}{2} |W^*|^2. \]

Hence, (B-5) becomes

\[ \dot{V} \leq -\alpha |z|^2 + \epsilon |z| - \frac{\gamma}{2} |\tilde{W}|^2 - \frac{\gamma}{2} |W|^2 + \frac{\gamma}{2} |W^*|^2 \]  

(B-6)

where we have also used Assumption 3.1. Furthermore

\[ \dot{V} \leq -\alpha |z|^2 + \epsilon |z| + \frac{\gamma}{2} |W^*|^2 \]  

(B-7)

since both \( \gamma / 2 |\tilde{W}|^2 \), \( \gamma / 2 |W|^2 \) are positive terms. Obviously, \( \dot{V} < 0 \) provided that \( \alpha |z|^2 + \epsilon |z| + \gamma / 2 |W^*|^2 < 0 \), or if

\[ |z| > \frac{\epsilon}{\alpha} + \frac{1}{\alpha} \sqrt{\left( \frac{\epsilon}{\alpha} \right)^2 + \frac{2\gamma}{\alpha} |W^*|^2}. \]  

(B-8)

Following a procedure standard in adaptive control and neuro-control literature [41] we can prove that \( z \) is uniformly ultimately bounded with respect to the set

\[ \mathcal{Z} = \left\{ z \in \mathbb{R} : |z| \leq \frac{\epsilon}{\alpha} + \frac{1}{\alpha} \sqrt{\left( \frac{\epsilon}{\alpha} \right)^2 + \frac{2\gamma}{\alpha} |W^*|^2} \right\} \]

which can be made arbitrarily small if we appropriately choose the design constants \( \alpha, \gamma \).

Remark B.1: For the boundness of the weights \( W \) observe that (B-4) is in a BIBO form. Hence, since \( S(x) \) is bounded by construction and \( z \) is proved bounded we obtain that \( W \) will also be uniformly bounded \( \forall x \geq 0 \).
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