Numeric vs. symbolic homotopy algorithms in polynomial system solving: A case study
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Abstract

We consider a family of polynomial systems which arises in the analysis of the stationary solutions of a standard discretization of certain semilinear second order parabolic partial differential equations. We prove that this family is well–conditioned from the numeric point of view, and ill–conditioned from the symbolic point of view. We exhibit a polynomial–time numeric algorithm solving any member of this family, which significantly contrasts the exponential behaviour of all known symbolic algorithms solving a generic instance of this family of systems.
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1 Introduction.

Several scientific and technical problems require the solution of polynomial systems over the real or complex numbers (see e.g. [43], [48]). In order to solve these problems, one is usually led to consider the following questions:

- Do there exist solutions in a given subset $S$ of $\mathbb{R}^n$ or $\mathbb{C}^n$?
- How many solutions are there in the set $S$?
- Approximate some or all the solutions in the set $S$.

Numeric and symbolic methods for computing all solutions of a given 0-dimensional polynomial system usually rely on deformation techniques, based on a perturbation of the original system and a subsequent (numeric or symbolic) path-following method (see e.g. [1], [3], [5], [13], [22], [30], [38], [39], [44], [58]). More precisely, let $V$ be a $\mathbb{Q}$–definable 0-dimensional subvariety of an affine $n$-dimensional space $\mathbb{C}^n$, and suppose that we are given an algebraic curve $W \subset \mathbb{C}^{n+1}$ such that the standard projection $\pi : W \to \mathbb{C}$ onto the first coordinate is dominant with generically finite fibers of degree $D$, $\pi^{-1}(1) = \{1\} \times V$ holds and $\pi^{-1}(0)$ is an unramified fiber which can be “easily” described. Then, following the $D$ paths of $W$ along the parameter interval $[0, 1]$, we obtain a complete description of the input variety $V$.

There are several variants of homotopy algorithms which profit from special features of the input system, such as sparsity patterns or the existence of suitable low-degree projections. Homotopy algorithms for sparse systems are based on so-called polyhedral homotopies (see e.g. [35], [38], [59], [60]). Polyhedral homotopies preserve the Newton polytope (the convex hull of the set of exponents of nonzero monomials) of the input polynomials and rely on an effective version of Bernstein’s theorem (see e.g. [35], [36]). Another family of symbolic homotopy algorithms is based on a flat deformation of a certain morphism of affine varieties, originally due to the papers [21], [23], which was isolated and refined in [7], [29], [30], [51], [56] in order to efficiently solve particular instances of a parametric system with a finite generically-unramified linear projection of “low” degree.

The complexity of symbolic homotopy methods is roughly $Ln^{O(1)}D\delta$ arithmetic operations, where $n$ is the number of variables, $L$ is the complexity of the evaluation of the input polynomials, $\delta$ is the degree of the variety $W$ introduced by the deformation and $D$ is the number of branches to be followed (see e.g. [7], [29], [56]). On the other hand, the complexity of numeric homotopy continuation methods is $Ln^{O(1)}D\mu^2$ floating point operations, where $\mu$ is highest condition number arising from the application of the Implicit Function Theorem to the points of the paths of $W \cap \pi^{-1}[0, 1]$ followed (cf. [5]).
Let us observe that the parameters $L$, $n$ and $D$ are somehow determined by the input variety $V$. In fact, $D$ usually arises as a certain Bézout number associated to the structure of the problem (see e.g. [29], [45], [53]). Therefore, the complexity of an homotopy algorithm is essentially determined by the parameters $\delta$ or $\mu$. Taking into account that the degree of $V$ is a lower bound for $\delta$, we shall call a given zero–dimensional system $f_1 = \cdots = f_n = 0$ ill–conditioned from the symbolic point of view if the degree of $V$ is close to the worst–case estimate $\prod_{i=1}^n \deg(f_i)$. Furthermore, taking into account that symbolic algorithms may profit from factorization patterns (see e.g. [7], [30], [51]), we shall further require an ill–conditioned variety $V$ to be $\mathbb{Q}$–irreducible. On the other hand, following [5] we shall call the input variety $V$ ill–conditioned from the numeric point of view if the parameter $\mu$ is of kind $\prod_{i=1}^n \deg(f_i)^\Omega(1)$.

Our main purpose is to compare complexity and conditioning of symbolic and numeric methods on significant classes of polynomial systems. For this purpose, in this article we consider a class of polynomial systems which arise from a discretization of certain second order parabolic semilinear equations. More precisely, for given univariate rational polynomials $f, g, h$, we consider the following initial boundary value problem:

\[
\begin{align*}
  u_t &= f(u)_{xx} - g(u) \quad \text{in } (0, 1) \times [0, T), \\
  f(u)_x(1, t) &= h(u(1, t)) \quad \text{in } [0, T), \\
  f(u)_x(0, t) &= 0 \quad \text{in } [0, T), \\
  u(x, 0) &= u_0(x) \geq 0 \quad \text{in } [0, 1].
\end{align*}
\]

This kind of problems models many physical, biological and engineering phenomena, such as heat conduction, gas filtration and liquids in porous media, growth and migration of populations, etc. (cf. [34], [49]). In particular, the long–time behaviour of its solutions has been intensively analyzed (see e.g. [12], [37], [54]). The usual numerical approach to this problem consists of considering a second order finite difference discretization in the variable $x$, with a uniform mesh, keeping the variable $t$ continuous (see [2], [9]). This semi–discretization in space leads to the following initial value problem:

\[
\begin{align*}
  u'_1 &= 2(n - 1)^2(f(u_2) - f(u_1)) - g(u_1), \\
  u'_k &= (n - 1)^2(f(u_{k+1}) - 2f(u_k) + f(u_{k-1})) - g(u_k), \quad (2 \leq k \leq n-1) \\
  u'_n &= 2(n - 1)^2(f(u_{n-1}) - f(u_n)) - g(u_n) + 2(n - 1)h(u_n), \\
  u_k(0) &= u_0(x_k), \quad (1 \leq k \leq n)
\end{align*}
\]

where $x_1, \ldots, x_n$ define a uniform partition of the interval $[0,1]$. 


In order to describe the dynamic behaviour of the solutions of (1) it is usually necessary to analyze the behaviour of the corresponding stationary solutions (see e.g. [8], [17]), i.e., the positive solutions of the polynomial system:

\[
\begin{cases}
0 = 2(n - 1)^2(f(X_2) - f(X_1)) - g(X_1), \\
0 = (n - 1)^2(f(X_{k+1}) - 2f(X_k) + f(X_{k-1})) - g(X_k), \quad (2 \leq k \leq n - 1) \\
0 = 2(n - 1)^2(f(X_{n-1}) - f(X_n)) - g(X_n) + 2(n - 1)h(X_n).
\end{cases}
\]

A typical case study is that of the heat equation, i.e., \( f(X) := X \), with nonlinear reaction and absorption terms of type \( g(X) := X^d \) and \( h(X) := X^e \) (see e.g. [8], [12], [26]). In this article we shall mainly consider the case \( e = 0 \), i.e., the initial boundary value problem

\[
\begin{align*}
&u_t = u_{xx} - u^d \quad \text{in } (0, 1) \times [0, T), \\
&u_x(1, t) = \alpha > 0 \quad \text{in } [0, T), \\
&u_x(0, t) = 0 \quad \text{in } [0, T), \\
&u(x, 0) = u_0(x) \geq 0 \quad \text{in } [0, 1],
\end{align*}
\]

and the corresponding set of stationary solutions of its semi-discretization in space, i.e., the positive solutions of the following system:

\[
\begin{cases}
0 = 2(n - 1)^2(X_2 - X_1) - X_1^d, \\
0 = (n - 1)^2(X_{k+1} - 2X_k + X_{k-1}) - X_k^d, \quad (2 \leq k \leq n - 1) \\
0 = 2(n - 1)^2(X_{n-1} - X_n) - X_n^d + 2(n - 1)\alpha.
\end{cases}
\]

In Section 3 we prove that the solutions of the semidiscrete version of (3) converge to the corresponding solutions of (3) in any interval where the latter are defined, showing thus the consistence of our semi-discretization. We further show that any solution of the semidiscrete version of (3) which is globally bounded converges to a stationary solution of (3).

Then we analyze systems (2) and (4) from the symbolic and numeric point of view. In Section 4 we show that a generic instance of (2) or (4) is likely to be ill-conditioned from the symbolic point of view. Therefore, any universal (in the sense of [11]) symbolic method solving such instances has a complexity which is exponential in the number \( n \) of variables (see [11], [31]). Since universality is a very mild condition satisfied by all known symbolic elimination procedures, and taking into account that \( n \) may grow large in the discretization problems we are considering, we conclude that all known symbolic elimination
methods are very unsuitable for this kind of problems. Let us also remark that
umeric homotopy continuation methods computing all isolated complex so-
lutions of the input system are also universal in the above sense, and therefore
exponential in \( n \) (cf. [50]).

In Section 5 we exhibit a smooth real homotopy which allows us to deter-
mine the number of positive solutions of certain instances of (2), including
all instances of (4), without considering the underlying set of complex sol-
lutions. More precisely, let \( V_1 \subset (\mathbb{R}_{\geq 0})^n \) be the set of positive solutions of
the instance of (2) under consideration. We exhibit a real algebraic curve
\( W_1 \subset (\mathbb{R}_{> 0})^{n+1} \) such that, if \( \pi|_{W_1} : W_1 \to \mathbb{R} \) denotes the restriction of the
standard projection onto the first coordinate, then \( \pi|_{W_1}^{-1}(1) = \{1\} \times V_1 \) holds,
\( V_0 := \pi|_{W_1}^{-1}(0) \) is easy to solve, every \( t \in [0,1] \) is regular value of \( \pi|_{W_1} \) and
\( W_1 \cap ([0,1] \times (\mathbb{R}_{> 0})^n) = W_1 \cap ([0,1] \times (\mathbb{R}_{> 0})^n) \). Under these conditions, we
conclude that \( V_1 \) and \( V_0 \) have the same cardinality, which allows us to prove
that \( V_1 \) consists of one point.

Finally, in Section 6 we prove that the homotopy above is well–conditioned
from the numeric point of view. This allows us to exhibit an algorithm ap-
proximating the only positive solution \( x^* \) of (4) by an homotopy continuation
method. This algorithm computes an \( \varepsilon \)-approximation of \( x^* \) with \( n^{O(1)} M \log d \)
floating point operations, where \( M := \log |\log(\varepsilon n^3 \alpha d)| \). The starting point for
our numeric algorithm is the only positive solution of set \( V_0 \) above, and hence
it does not depend on random or generic choices.

As a consequence, we see the significant contrast between the exponential
complexity behaviour of all symbolic methods solving any instance of (4) and
the polynomial complexity behaviour of our numeric method.

2 Notions and Notations.

We use standard notions and notations of commutative algebra and algebraic
and semi–algebraic geometry, as can be found in e.g. [6], [16], [41], [57].

2.1 Algebraic Geometry. Geometric solutions.

For a given \( n \in \mathbb{N} \), we shall denote by \( \mathbb{A}^n \) the \( n \)–dimensional affine space \( \mathbb{C}^n \)
endowed with its Zariski topology over \( \mathbb{Q} \). Let \( X_1, \ldots, X_n \) be indeterninates
over \( \mathbb{Q} \) and let be given polynomials \( F_1, \ldots, F_m \in \mathbb{Q}[X_1, \ldots, X_n] \). We denote by
\( W := V(F_1, \ldots, F_m) \) the affine subvariety of \( \mathbb{A}^n \) defined by the set of common
zeros of \( F_1, \ldots, F_m \) in \( \mathbb{A}^n \). If \( W \) is equidimensional of dimension \( \dim W \), we
define its degree as the number of points arising when we intersect \( W \) with \( \dim W \) generic affine linear hyperplanes of \( \mathbb{A}^n \). For an arbitrary affine variety \( W \) with irreducible components \( C_1, \ldots, C_s \), we define its degree as \( \deg W := \deg C_1 + \cdots + \deg C_s \). With this definition, the intersection of two subvarieties \( W_1 \) and \( W_2 \) of \( \mathbb{A}^n \) satisfies the following Bézout inequality (cf. [18], [28]):

\[
\deg(W_1 \cap W_2) \leq \deg W_1 \deg W_2.
\] (5)

Let \( W \) be an affine equidimensional subvariety of \( \mathbb{A}^n \) of dimension \( r \geq 0 \) and let \( I(W) \subset \mathbb{Q}[X_1, \ldots, X_n] \) be its defining ideal. The coordinate ring \( \mathbb{Q}[W] \) and the ring of total fractions \( \mathbb{Q}(W) \) are defined as the quotient ring \( \mathbb{Q}[X_1, \ldots, X_n]/I(W) \) and its total ring of fractions respectively.

Suppose that there exist polynomials \( F_1, \ldots, F_{n-r} \in \mathbb{Q}[X_1, \ldots, X_n] \) which form a regular sequence of \( \mathbb{Q}[X_1, \ldots, X_n] \) and generate the ideal \( I(W) \). Let \( \pi : W \to \mathbb{A}^r \) be the morphism defined by \( \pi(x_1, \ldots, x_n) = (x_1, \ldots, x_r) \). Let \( W = C_1 \cup \cdots \cup C_s \) be the decomposition of \( W \) into irreducible components, and suppose that \( \pi|_{C_i} \) is dominant for \( 1 \leq i \leq s \). We define the degree of \( \pi \) as the number \( D := \sum_{i=1}^s |\mathbb{Q}(C_i) : \mathbb{Q}(X_1, \ldots, X_r)| \), where \( |\mathbb{Q}(C_i) : \mathbb{Q}(X_1, \ldots, X_r)| \) denotes the degree of the finite field extension \( \mathbb{Q}(X_1, \ldots, X_r) \hookrightarrow \mathbb{Q}(C_i) \) for \( 1 \leq i \leq s \). We say that \( \pi \) is \emph{generically unramified} if \( \pi^{-1}(x_1, \ldots, x_r) \) consists of exactly \( D \) points for a generic value \( (x_1, \ldots, x_r) \in \mathbb{A}^r \). This implies that the Jacobian determinant \( \det(\partial F_i/\partial X_{r+j})_{1 \leq i,j \leq n-r} \) is not a zero divisor in \( \mathbb{Q}[W] \).

Suppose further that \( \pi \) is finite and generically unramified. Then the corresponding integral ring extension \( \mathbb{Q}[X_1, \ldots, X_r] \hookrightarrow \mathbb{Q}[W] \) induces in \( \mathbb{Q}[W] \) a structure of free \( R := \mathbb{Q}[X_1, \ldots, X_r] \)-module, whose rank \( \text{rank}_R \mathbb{Q}[W] \) equals the cardinality \( D \) of the generic fiber of \( \pi \) and is upper bounded by \( \deg W \) (see e.g. [24]). Following [21], a \emph{geometric solution} of the system \( F_1 = 0, \ldots, F_{n-r} = 0 \) (or of the variety \( W \)) with respect to \( \pi \) consists of the following items:

- A linear form \( U \in \mathbb{Q}[X] \) which induces a primitive element of the ring extension \( \mathbb{Q}[X_1, \ldots, X_r] \hookrightarrow \mathbb{Q}[W] \), i.e., an element \( u \in \mathbb{Q}[W] \) whose minimal polynomial \( Q \in R[Y] \) over \( R \) satisfies \( \deg_Y Q = D \).
- The polynomial \( Q \).
- A generic “parametrization” of \( W \) by the zeros of \( Q \), given by polynomials \( V_{r+1}, \ldots, V_n \in R[Y] \). We require the conditions \( \deg_Y V_i < D \) and \( (\partial Q/\partial Y)(X_1, \ldots, X_r, U)X_i - V_i(X_1, \ldots, X_r, U) \in I(W) \) for \( r+1 \leq i \leq n \).

In particular, for any \( (x_1, \ldots, x_r) \in \mathbb{Q}^r \) such that \( q := Q(x_1, \ldots, x_r, Y) \in \mathbb{Q}[Y] \) is square–free, the polynomials \( U, q, v_i := V_i(x_1, \ldots, x_r, Y) \) \( (r+1 \leq i \leq n) \) define a geometric solution of the zero–dimensional variety \( \pi^{-1}(x_1, \ldots, x_r) \).
2.2 Semi-algebraic geometry.

A subset of $\mathbb{R}^n$ is a (Q-definable) semi-algebraic set if it can be defined by a Boolean combination of equalities and inequalities involving polynomials of $\mathbb{Q}[X_1, \ldots, X_n]$.

In what follows, we shall consider $\mathbb{R}^n$ endowed with its standard Euclidean topology, unless otherwise stated. A real semi–algebraic set $V \subset \mathbb{R}^n$ is called semi–algebraically connected if for any pair of disjoint real semi–algebraic sets $C_1, C_2 \subset \mathbb{R}^n$, which are closed in $V$ and satisfy $C_1 \cup C_2 = V$, we have $V = C_1$ or $V = C_2$. Every real semi–algebraic set $V \subset \mathbb{R}^n$ can be uniquely decomposed (up to reordering) as a disjoint union of a finite number of real semi–algebraically connected sets $C_1, \ldots, C_s$, open and closed in $V$, which are called the semi-algebraically connected components of $V$ (see e.g. [6]).

2.3 Computational model and complexity measures.

Our computational model is based on the concept of arithmetic–boolean circuits (also called arithmetic networks) and computation trees (see e.g. [10], [19]). An arithmetic–boolean circuit over $\mathbb{Q}[X_1, \ldots, X_n]$ is a directed acyclic graph (dag for short) whose nodes are labeled either by an element of $\mathbb{Q} \cup \{X_1, \ldots, X_n\}$, or by an arithmetic operation or a selection (pointing to other nodes) subject to a previous equal–to–zero decision. On the dag associated to a given arithmetic–boolean circuit $\beta$ we may play a pebble game (see [55]). A pebble game is a strategy of evaluation of $\beta$ which converts $\beta$ into a sequential algorithm (called computation tree) and associates to $\beta$ natural time and space measures. Space is defined as the maximum number arithmetic registers used at any moment of the game, and time is defined as the total number of arithmetic operations and selections performed during the game. A computation tree without selections is called a straight–line program (cf. [10]). In the sequel, we shall assume that our arithmetic–boolean circuits and computation trees in $\mathbb{Q}[X_1, \ldots, X_n]$ contain only divisions by nonzero elements of $\mathbb{Q}$.

In what follows we shall use the notation $\mathcal{M}(m) := m \log^2(m) \log \log(m)$. Let us remark that the asymptotic estimate $O(\mathcal{M}(m))$ represents the number of arithmetic operations in a given domain $R$ necessary to compute a multiplication, division, resultant, gcd and interpolation with univariate polynomials of $R[Y]$ of degree at most $m$ (cf. [4], [20]).

In order to determine the number of real roots of a given univariate polynomial with integer or rational coefficients, we shall use algorithms based on the computation of suitable Cauchy indices. For given polynomials $p, q \in \mathbb{Z}[Y]$, the Cauchy index $I(q/p)$ of the rational function $q/p$ is defined as the number
of jumps of $q/p$ from $-\infty$ to $+\infty$ minus the number of jumps of $q/p$ from $+\infty$ to $-\infty$ (see e.g. [27], [40]). Let be given $p, q_1, \ldots, q_n \in \mathbb{Z}[Y]$ and a set of sign conditions $\delta_1, \ldots, \delta_s$ (i.e., $\delta_i$ belongs to $\{+, -, 0\}$ for $1 \leq i \leq s$). Let

$$c_{[\delta_1, \ldots, \delta_s]}(p; q_1, \ldots, q_s) := \# \{ x \in \mathbb{R} : p(x) = 0, \text{sign}(q_i(x)) = \delta_i \ (1 \leq i \leq s) \}.$$ 

We have the identity $I(p'q/p) = c_{[+]}(p; q) - c_{[-]}(p; q)$ [27, Proposition 2.2]. We conclude that $I(p'/p) = c(p) := c_{[+]}(p; 1)$ holds, which relates Cauchy index computations with univariate real root counting issues (see [27]).

In [40] it is shown that computing the Cauchy index of a rational function whose numerator and denominator are integer polynomials of degree at most $m$ requires $O(M(m))$ arithmetic operations in $\mathbb{Q}$. This algorithm can be obviously extended to a rational function defined by polynomials $p, q \in \mathbb{Q}[X]$, applying the algorithm to suitable integer multiples $\lambda p, \lambda q$ of $p, q$.

3 The Initial Boundary Value Problem under Consideration.

As mentioned in the introduction, we shall consider the initial boundary value problem (3) for an initial data $u_0(x)$ satisfying the “compatibility condition” $u_0'(1) = \alpha, \ u_0'(0) = 0$. In order to solve (3), we consider the following (semi)discrete version of (3):

$$\begin{align*}
  u'_1(t) &= \frac{2}{h^2}(u_2(t) - u_1(t)) - u_1(t)^d, \\
  u'_k(t) &= \frac{1}{h^2}(u_{k+1}(t) - 2u_k(t) + u_{k-1}(t)) - u_k(t)^d, \quad (2 \leq k \leq n - 1) \\
  u'_n(t) &= \frac{2}{h^2}(u_{n-1}(t) - u_n(t)) + \frac{2}{h}\alpha - u_n(t)^d, \\
  u_k(0) &= u_0(x_k),
\end{align*}$$

where $x_1, \ldots, x_n$ define a uniform partition of $[0, 1]$ and $h := (n - 1)^{-1}$.

We are going to show that the solutions of (6) converge to the corresponding solutions of (3), and we shall discuss the role of the stationary solutions of (6) in the description of the asymptotic behaviour of the solutions of (6). We start with the convergence result:

**Theorem 1** Let $0 < \tau \leq T$ be a value for which there exist a positive solution $u(x, t) \in C^{4,1}([0, 1] \times [0, \tau])$ of (3) and a solution $U(t) := (u_1(t), \ldots, u_n(t))$ of (6) in $[0, \tau]$. Then there exists $C > 0$, depending only on the (infinite) $C^{4,1}([0, 1] \times [0, \tau])$-norm of $u$, such that for $h$ small enough we have:

$$\max_{t \in [0, \tau]} \max_{1 \leq k \leq n} |u(x_k, t) - u_k(t)| \leq Ch^{1/2}. \quad (7)$$
Let $v_k(t) := u(x_k, t)$ and $e_k(t) := v_k(t) - u_k(t)$ for $1 \leq k \leq n$. Let $C_0 := \max \{|v_k(t)| : 1 \leq k \leq n, 0 \leq t \leq \tau \}$ and $t_0 := \max \{t \in [0, \tau] : |e_k(s)| \leq C_0/2$ for all $s \in [0, t]\}$. We shall prove that (7) is valid in the interval $[0, t_0]$, from which we shall conclude that $t_0 = \tau$ holds for $h$ small enough.

Let $k \neq 1, n$. Then there exists a constant $C_1 > 0$ independent of $h$ such that

$$
eq k(t) \leq \frac{1}{h^2}(e_{k+1}(t) - 2e_k(t) + e_{k-1}(t)) - (v_k(t))^d - u_k(t))^d + C_1 h^2$$

$$
eq k(t) \leq \frac{1}{h^2}(e_{k+1}(t) - 2e_k(t) + e_{k-1}(t)) + d|\xi_k(t)|d^{-1}|v_k(t) - u_k(t)| + C_1 h^2$$

holds, where $\xi_k(t)$ in an intermediate value between $v_k(t)$ and $u_k(t)$. From the definition of $t_0$ we see that there exists a constant $C_2 > 0$ independent of $h$ such that $d|\xi_k(t)|d^{-1} \leq C_2$ holds for any $1 \leq k \leq n$ and any $t \in [0, t_0]$. Furthermore, arguing in a similar way for $k = 1, n$, we obtain:

$$
eq 1(t)/2 \leq \frac{1}{h^2}(e_2(t) - e_1(t)) + C_2|e_1(t)|/2 + C_1 h^2/2,$$

$$
eq k(t) \leq \frac{1}{h^2}(e_{k+1}(t) - 2e_k(t) + e_{k-1}(t)) + C_2|e_k(t)| + C_1 h^2, \quad (2 \leq k \leq n-1) \quad (8)$$

$$
eq n(t)/2 \leq \frac{1}{h^2}(e_{n-1}(t) - e_n(t)) + C_2|e_n(t)|/2 + C_1 h^2/2.$$

Let $E(t) := (e_1(t), \ldots, e_n(t))$ and $N(t) := e_1(t)/2 + \sum_{k=2}^{n-1} e_k(t) + e_n(t)/2$. Multiplying the $k$-th inequality of (8) by $e_k(t)$ for $1 \leq k \leq n$ and adding up we have:

$$
N'(t) \leq 2h^{-2}E(t)'AE(t) + 2C_2 N(t) + 2C_1 h^2 \left(e_1(t)/2 + \sum_{k=2}^{n-1} e_k(t) + e_n(t)/2\right),
$$

where $A \in \mathbb{Z}^{n \times n}$ is a suitable negative semidefinite symmetric $n \times n$ matrix (the opposite of the stiffness matrix). Therefore, taking into account the inequalities $E(t)'AE(t) \leq 0$ and $e_k(t) \leq (e_k^2(t) + 1)/2$ $(1 \leq k \leq n)$, we obtain $N'(t) \leq (2C_2 + C_1 h^2) N(t) + C_1 h$. Integrating both members of this inequality we have:

$$
N(t) \leq (2C_2 + C_1 h^2) \int_0^t N(s)ds + C_1 th \leq (2C_2 + C_1 h^2) \int_0^t N(s)ds + C_1 Th
$$

for any $t \in [0, t_0]$. Therefore, Gronwall’s Lemma (see e.g. [34, §1.2.1]) yields:

$$
N(t) \leq C_1 Th e^{2TC_2 + C_1 Th^2} \leq C_1 T e^{2TC_2 + TC_1 h},
$$

for any $t \in [0, t_0]$. Hence, from the definition of $N(t)$ we easily deduce the estimate $e_k^2(t) \leq 2C_1 T e^{2TC_2 + TC_1 h}$ for any $t \in [0, t_0]$ and any $1 \leq k \leq n$.

Letting $C := (2C_1 T)^{1/2} e^{TC_2 + TC_1 /2}$ we conclude that $|u(x_k, t) - u_k(t)| \leq C h^{1/2}$ holds for any $1 \leq k \leq n$ and any $t \in [0, t_0]$. Combining this estimate with the
A similar argument shows that there exist \(k\) of the maximality of \(t\), definition of \(t_0\) shows that \(t_0 = \tau\) holds for \(h\) small enough, because otherwise the maximality of \(t_0\) would be contradicted. This finishes the proof.

Let us remark that, using more technical arguments, based on a suitable comparison principle along the lines of [17, Theorem 2.1], we may improve the right–hand side of (7) to \(Ch^2\). Nevertheless, since we are not concerned with such convergence speed results, we shall not pursue the subject any further.

Now we analyze the asymptotic behaviour of the solutions of (6). For this purpose, we are going to analyze the role of the stationary solutions of (6), i.e. the positive solutions of the polynomial system (4). We start with the following discrete maximum principle:

**Lemma 2** Let \(U\) be a solution of (6) with initial condition \(U(0) = U_0 \in (\mathbb{R}_{\geq 0})^n\), and let \(\tau \in (\mathbb{R}_{\geq 0} \cup \{\infty\})\) be the supremum of the set of \(t \in \mathbb{R}_{>0}\) for which \(U\) is well–defined in \([0, t]\). Then \(U(t) \in (\mathbb{R}_{\geq 0})^n\) for any \(t \in [0, \tau)\).

**Proof.** By a standard approximation argument we may assume without loss of generality that \(U_0 \in (\mathbb{R}_{\geq 0})^n\) holds. Let \(U := (u_1, \ldots, u_n)\) and let \(A := \{t \in [0, \tau) : u_k(s) \geq 0\, \text{for any } s \in [0, t] \text{ and } 1 \leq k \leq n\}\). By continuity we have that there exists \(\varepsilon > 0\) such that \([0, \varepsilon) \subset A\) holds. We have to prove that the supremum of \(A\) is equal to \(\tau\).

Let \(t_0\) denote the supremum of \(A\), and suppose that \(t_0 < \tau\) holds. If \(u_k(t_0) > 0\) holds for \(1 \leq k \leq n\), then by continuity there exists \(\varepsilon_0 > 0\) such that \(u_k(t) \geq 0\) for any \(t \in [t_0, t_0 + \varepsilon_0]\) and any \(k = 1, \ldots, n\), contradicting thus the definition of \(t_0\). Hence, there exists \(k_0 \in \{1, \ldots, n\}\) such that \(u_{k_0}(t_0) = 0\). Furthermore, a similar argument shows that there exist \(k_0 \in \{1, \ldots, n\}\) and a sequence \((t_n)_{n \in \mathbb{N}} \subset (t_0, \tau)\), converging to \(t_0\), such that \(u_{k_0}(t_n) < 0\) holds for any \(n \in \mathbb{N}\). From this we easily conclude that \(u'_{k_0}(t_0) \leq 0\) holds.

If \(k_0 = n\), then \(0 \geq u'_n(t_0) = 2h^{-2}u_{n-1}(t_0) + 2h^{-1}\alpha \geq 2h^{-1}\alpha > 0\), which is a contradiction.

If \(1 < k_0 < n\) holds, then we have \(0 \geq u'_{k_0}(t_0) = h^{-2}(u_{k_0+1}(t_0) + u_{k_0-1}(t_0)) \geq 0\), which implies \(u_{k_0+1}(t_0) = u_{k_0-1}(t_0) = 0\). Furthermore, since \(u_{k_0+1}(t) \geq 0\) holds for any \(t \in [0, t_0]\), we see that \(u'_{k_0+1}(t_0) \leq 0\) holds. Therefore, by an inductive argument we conclude that \(u_k(t_0) = 0\) and \(u'_k(t_0) \leq 0\) hold for any \(k_0 \leq k \leq n\). In particular, \(u_n(t_0) = 0\) and \(u'_n(t_0) \leq 0\) hold, which leads to a contradiction.

Finally, if \(k_0 = 1\), then \(0 \geq u'_1(t_0) = 2h^{-2}u_2(t_0) \geq 0\), which implies \(u_2(t_0) = 0\) and \(u'_2(t_0) \leq 0\). Hence, by the case \(1 < k_0 < n\) we have a contradiction.
Combining Lemma 2 with e.g. [52, Theorem 1] we conclude that the set of solutions of (6) with positive initial condition is (topologically equivalent to) a dynamical system over $(\mathbb{R}_{\geq 0})^n$. Following [8], let $\Phi_h : (\mathbb{R}_{\geq 0})^n \to \mathbb{R}$ be the following function:

$$
\Phi_h(U^{(0)}) := -(U^{(0)})^t M U^{(0)} + \frac{1}{(d + 1)}(V^{(0)})^t (U^{(0)})^d - \frac{2\alpha}{h} U^{(0)},
$$

where

$$
M := \frac{1}{h^2} \begin{pmatrix}
-1 & 2 & & & \\
& -2 & 2 & & \\
& & \ddots & \ddots & \\
& & & -2 & 2 \\
& & & & -1
\end{pmatrix}, \quad V^{(0)} := \begin{pmatrix} U_1^{(0)} \\
2U_2^{(0)} \\
\vdots \\
2U_{n-1}^{(0)} \\
U_n^{(0)} \end{pmatrix}.
$$

It is easy to see that $\Phi_h$ is a Liapunov functional for the dynamical system over $(\mathbb{R}_{\geq 0})^n$ defined by (6), i.e., $\Phi'_h(u^{(0)}) := \lim_{t \to 0^+} (\frac{1}{t} (\Phi_h(\phi_t(u^{(0)})) - \Phi_h(u^{(0)})) \leq 0$ for any $u^{(0)} \in (\mathbb{R}_{\geq 0})^n$, where $\phi_t$ is the solution of (6) passing through $u^{(0)}$ when $t = 0$. Furthermore, we have that $\Phi'_h(u^{(0)}) = 0$ holds if and only if $u^{(0)}$ represents a stationary solution of (6). Hence, defining $E := \{u^{(0)} \in (\mathbb{R}_{\geq 0})^n : \Phi'_h(u^{(0)}) = 0\}$, we have that $E$ is invariant under the action of the dynamical system over $(\mathbb{R}_{\geq 0})^n$ defined by (6). Therefore, from e.g. [34, Theorem 4.3.4] we conclude that every solution of (6), with positive initial condition and bounded image, converges to a stationary solution of (6). As a consequence, we see the relevance of the consideration of the set of stationary solutions in order to describe the dynamics of the set of solutions of (6).

4 Symbolic Conditioning and Complexity of our Systems.

Let us fix $n \in \mathbb{N}$, let $X_1, \ldots, X_n$ be indeterminates over $\mathbb{Q}$ and let $X := (X_1, \ldots, X_n)$. In this section we are going to analyze the polynomial system (2) from the symbolic point of view, for arbitrary polynomials $f, g, h$ of $\mathbb{Q}[T]$ with $d := \deg g > \max\{\deg f, \deg h\}$. The positive solutions of this kind of systems represent the stationary solutions of the semidiscrete version of several reaction–diffusion phenomena (see e.g. [8], [17]). Furthermore, such kind of systems constitutes a wide generalization of the family of systems (4), the central object of study of this paper.

As mentioned in the introduction, we are going to prove that a generic instance of either (2) or (4) is likely to be ill–conditioned from the symbolic point of
view, i.e., its solution set is a $\mathbb{Q}$–irreducible variety of degree close to $d^n$. Then, as an illustration of this ill–conditioning, we are going to exhibit a symbolic homotopy algorithm solving any instance of (2) with polynomial complexity in the Bézout number $d^n$, and thus exponential complexity with respect to $n$. Let us observe that [11] shows that our complexity estimate is nearly optimal for all known symbolic methods. Combining our algorithm with techniques of [27], [40] we shall obtain an algorithm with time–complexity polynomial in the Bézout number $d^n$ which determines the number of positive solutions of any instance of (2) and computes an $\varepsilon$–approximation of them.

4.1 Symbolic Conditioning of (2).

Assuming without loss of generality that the polynomial $g \in \mathbb{Q}[T]$ of (2) is monic, let $A_{d-1}, \ldots, A_0, B_{d-1}, \ldots, B_0, C_{d-1}, \ldots, C_0$ be new indeterminates over $\mathbb{Q}$, and let $f^{(A)} := A_{d-1}T^{d-1} + \cdots + A_0$, $g^{(B)} := T^d + B_{d-1}T^{d-1} + \cdots + B_0$, $h^{(C)} := C_{d-1}T^{d-1} + \cdots + C_0$ represent the “generic” versions of the polynomials $f, g, h$ of (2). In our subsequent arguments we are going to consider the affine variety $W_{(A,B,C)} \subset \mathbb{A}^{n+3d}$ defined by the following polynomial system:

$$
\begin{align*}
0 &= 2(n-1)^2(f^{(A)}(X_2) - f^{(A)}(X_1)) - g^{(B)}(X_1), \\
0 &= (n-1)^2(f^{(A)}(X_{k+1}) - 2f^{(A)}(X_k) + f^{(A)}(X_{k-1})) - g^{(B)}(X_k), \quad (2 \leq k \leq n-1) \quad (9) \\
0 &= 2(n-1)^2(f^{(A)}(X_{n-1}) - f^{(A)}(X_n)) - g^{(B)}(X_n) + 2(n-1)h^{(C)}(X_n).
\end{align*}
$$

Lemma 3 $W^{(A,B,C)}$ is an equidimensional variety of dimension $3d$ and the projection mapping $\Phi : W^{(A,B,C)} \to \mathbb{A}^{3d}$ defined by $\Phi(a, b, c, x) := (a, b, c)$ is a finite morphism of degree $d^n$.

Proof. The finiteness of $\Phi$ is equivalent to the finiteness of $\mathbb{Q}[W^{(A,B,C)}]$ as $\mathbb{Q}[A, B, C]$–module (see e.g. [57]). In order to prove the latter, let $\xi_1, \ldots, \xi_n$ be the coordinate functions of $\mathbb{Q}[W^{(A,B,C)}]$ defined by $X_1, \ldots, X_n$ and let $\xi := (\xi_1, \ldots, \xi_n)$. Then the $k$–th equation $F_k(A, B, C, X) = 0$ of (9) induces a relation $F_k(A, B, C, \xi) = 0$ in $\mathbb{Q}[W^{(A,B,C)}]$ for $1 \leq k \leq n$. Considering $F_1, \ldots, F_n$ as elements of the polynomial ring $\mathbb{Q}[A, B, C][X]$, we observe that the highest degree term (in the variables $X$) of $F_k$ is the nonzero monomial $X_k^d$ for $1 \leq k \leq n$. This shows that $\mathbb{Q}[W^{(A,B,C)}]$ is generated, as $\mathbb{Q}[A, B, C]$–module, by the set of monomials $\xi_1^{j_1} \cdots \xi_n^{j_n}$ with $j_k < d$ for $1 \leq k \leq n$. Hence, $\mathbb{Q}[W^{(A,B,C)}]$ is a finite $\mathbb{Q}[A, B, C]$–module, which proves the finiteness of $\Phi$.

We conclude that $W^{(A,B,C)}$ is an equidimensional variety of dimension $3d$. From the Bézout inequality (5) we deduce that the degree of the morphism $\Phi$ is bounded by $d^n$. On the other hand, taking into account that the fiber of
conclude that \( \deg \Phi = d^n \) holds. This finishes the proof of the lemma.

Combining this lemma with e.g. [46, Proposition 3.17] we obtain our first ill-conditioning result concerning the family of systems (2):

**Corollary 4** There exists a nonempty Zariski open set \( \mathcal{U} \subset \mathbb{A}^{3d} \) such that, for any \((a, b, c) \in \mathcal{U}\), the corresponding instance of (2) has \( d^n \) complex solutions.

Now we consider the irreducibility of a given instance of (2). For this purpose, we need the following preliminary result:

**Lemma 5** Let \( a^{(0)} := (0, \ldots, 0, 1, 0) \in \mathbb{A}^d \), let \( b \) be an arbitrary point of \( \mathbb{Q}^d \) and let \( W^{(a^{(0)}, b, 0, C_0)} \) denote the algebraic curve defined by \( \Phi^{-1}(\{(a^{(0)}, b, 0)\} \times \mathbb{A}^1) \). Then \( W^{(a^{(0)}, b, 0, C_0)} \) is an irreducible curve of \( \mathbb{A}^{n+3d} \) of degree \( d^n \).

**Proof.** Let us observe that the variety \( W^{(a^{(0)}, b, 0, C_0)} \) of the statement of the lemma is determined by the following polynomial system:

\[
\begin{align*}
0 &= 2(n-1)^2(X_2 - X_1) - g_b(X_1), \\
0 &= (n-1)^2(X_{k+1} - 2X_k + X_{k-1}) - g_b(X_k), \quad (2 \leq k \leq n-1) \\
0 &= 2(n-1)^2(X_{n-1} - X_n) - g_b(X_n) + 2(n-1)C_0,
\end{align*}
\]

with \( g_b := g^{(B)}(b, T) \). Observe that \( W^{(a^{(0)}, b, 0, C_0)} \) may also be regarded as a subvariety of \( \mathbb{A}^{n+1} \), by considering the polynomials defining the system above as elements of \( \mathbb{Q}[C_0, X] \). In this sense, Lemma 3 implies that the mapping \( \Phi^{(C_0)} : W^{(a^{(0)}, b, 0, C_0)} \to \mathbb{A}^1 \) defined by \( \Phi^{(C_0)}(c_0, x) := c_0 \) is a finite morphism of degree at most \( d^n \). This shows that \( W^{(a^{(0)}, b, 0, C_0)} \) is an equidimensional variety of dimension 1 which, by the Bézout inequality (5), has degree at most \( d^n \).

Let \( Q_1(X_1) := X_1 \), \( Q_2(X_1) := X_1 + (1/2)(n-1)^{-2}g_b(X_1) \) and \( Q_{k+1}(X_1) := 2Q_k - Q_{k-1} + (n-1)^{-2}g_b(Q_k) \) for \( 2 \leq k \leq n-1 \). Then it is easy to see that the polynomial \( Q \in \mathbb{Q}[C_0, X_1] \) defined by

\[
Q(C_0, X_1) := 2(n-1)^2(Q_{n-1}(X_1) - Q_n(X_1)) - g_b(Q_n(X_1)) + 2(n-1)C_0
\]

vanishes on the variety \( W^{(a^{(0)}, b, 0, C_0)} \). From its definition we easily conclude that \( \deg Q = \deg_{X_1} Q = d^n \) holds. Taking into account that \( Q \) is a monic element of \( \mathbb{Q}[C_0][X_1] \) (up to nonzero elements of \( \mathbb{Q} \) of degree 1 in \( C_0 \), from the Gauss Lemma we conclude that is irreducible in \( \mathbb{Q}[C_0, X_1] \) and \( \mathbb{C}[C_0, X_1] \).

From the Hilbert Irreducibility Theorem (see e.g. [61]) we deduce that there exists \( \alpha \in \mathbb{Q} \) such that \( Q(\alpha, X_1) \) is an irreducible polynomial of \( \mathbb{Q}[X_1] \).
implies that the zero–dimensional variety \( W^{(a_0, b, 0; C_0)} \cap \{ C_0 = \alpha \} \) has \( d^n \) points, which in turn shows that \( W^{(a_0, b, 0; C_0)} \) has degree \( d^n \).

Finally, let \( \Phi(C_0, \alpha) : W^{(a_0, b, 0; C_0)} \rightarrow \mathbb{A}^2 \) denote the mapping \( \Phi(C_0, \alpha)(c_0, x) := (c_0, x_1) \). Then we have that the image of \( \Phi(C_0, \alpha) \) is the plane curve of equation \( Q(C_0, X_1) = 0 \). From the irreducibility of \( Q(C_0, X_1) \) we conclude that \( X_1 \) represents a primitive element of the ring extension \( \mathbb{Q}[C_0] \hookrightarrow \mathbb{Q}[W^{(a_0, b, 0; C_0)}] \) and hence of the (finite) field extension \( \mathbb{Q}(C_0) \hookrightarrow \mathbb{Q}(W^{(a_0, b, 0; C_0)}) \). This implies that for \( 2 \leq i \leq n \) there exist elements \( \rho_i \in \mathbb{Q}[C_0] \setminus \{ 0 \} \), \( V_i \in \mathbb{Q}[C_0, X_1] \) such that \( X_i \equiv \rho_i^{-1}(C_0)V_i(C_0, X_1) \) holds in \( \mathbb{Q}(W^{(a_0, b, 0; C_0)}) \). This shows that \( \Phi(C_0, \alpha) \) represents a birational equivalence between \( W^{(a_0, b, 0; C_0)} \) and the curve of equation \( Q(C_0, X_1) = 0 \), and finishes the proof of the lemma. \( \Box \)

From Lemma 5 we deduce our second ill–conditioning result concerning the family of systems (2):

**Corollary 6** There exists an infinite number of elements \( \alpha \in \mathbb{Q} \) for which (4) defines a \( \mathbb{Q} \)-irreducible variety of degree \( d^n \).

**Proof.** Let \( W^{(a_0, 0, 0; C_0)} \) be the algebraic curve defined by (4) with the value \( \alpha \) replaced by a new indeterminate \( C_0 \). Then the proof of Lemma 5 shows that the minimal equation of integral dependence satisfied by \( X_1 \) in the ring extension \( \mathbb{Q}[C_0] \hookrightarrow \mathbb{Q}[W^{(a_0, 0, 0; C_0)}] \) is an irreducible polynomial \( Q \in \mathbb{Q}[C_0, X_1] \) of degree \( d^n \). Hence, Hilbert’s Irreducibility Theorem shows that there exists an infinite number of values \( \alpha \in \mathbb{Q} \) for which \( Q(\alpha, X_1) \) is an irreducible polynomial of \( \mathbb{Q}[X_1] \). For these values of \( \alpha \), the corresponding instances of (4) define a \( \mathbb{Q} \)-irreducible variety of degree \( d^n \). \( \Box \)

In order to state our main result concerning the irreducibility of a given instance of (2), we first prove that a generic specialization of the variables \( A, B, C_{d-1}, \ldots, C_1 \) yields a \( \mathbb{Q} \)-irreducible curve of degree \( d^n \).

**Proposition 7** There exists a nonempty Zariski open set \( U \subset \mathbb{A}^{3d-1} \) such that, for any \( (a, b, c^*) \in U \) with \( a, b \in \mathbb{A}^d \), the algebraic curve \( W^{(a, b, c^*; C_0)} \) defined by \( \Phi^{-1}(\{(a, b, c^*)\} \times \mathbb{A}^1) \) is (absolutely) irreducible of degree \( d^n \).

**Proof.** Let \( W^{(A, B, C)} \subset \mathbb{A}^{n+3d} \) denote the equidimensional \( 3d \)-dimensional variety of Lemma 3, and let \( \Phi : W^{(A, B, C)} \rightarrow \mathbb{A}^{3d} \) be the (finite) morphism defined by \( \Phi(a, b, c, x) := (a, b, c) \). Combining Lemma 3 and [16, Corollary 18.17] we conclude that \( \mathbb{Q}[W^{(A, B, C)}] \) is a free \( \mathbb{Q}[A, B, C] \)-module, of rank \( d^n \). Let \( U \subset \mathbb{Q}[X] \) be a primitive element of \( \mathbb{Q}[A, B, C] \hookrightarrow \mathbb{Q}[W^{(A, B, C)}] \) and let \( Q \in \mathbb{Q}[A, B, C][Y] \) be its minimal polynomial over \( \mathbb{Q}[A, B, C] \). Observe that
With notations as in Proposition 7, for any third and main ill–conditioning result concerning the family of systems (2):

Combining Proposition 7 with Hilbert’s Irreducibility Theorem we obtain our

Our results of the previous section show that a given instance of (2) is likely to be ill–conditioned from the symbolic point of view. In order to illustrate this behaviour, and the kind of symbolic homotopy algorithms we are referring to, in this section we exhibit a symbolic homotopy algorithm solving any in-
stance of (2) which slightly improves a direct application of the best (from the worst–case time–space complexity point of view) symbolic algorithm [25]. Its complexity is exponential in the number of variables $n$, but nevertheless nearly optimal for the family of systems under consideration (cf. [11], [31]). It may be worthwhile to observe that any instance of (2) is a Pham system, which can therefore be (partially) solved by applying the non–universal symbolic homotopy algorithm of [51]. In such a case, for certain particular non–irreducible instances of (2) our time–space complexity could be significantly improved.

Our algorithm is based on the deformation of (2) defined by the polynomials:

$$F_1 := T \left( 2(n-1)^2(f(X_2) - f(X_1)) - g(X_1) \right) + (T-1)(X_d^2 - X_2),$$

$$F_k := T \left( (n-1)^2(f(X_{k+1}) - 2f(X_k) + f(X_{k-1})) - g(X_k) \right) + (T-1)(X_d^2 - X_{k+1}),$$

$$F_n := T \left( 2(n-1)^2(f(X_{n-1}) - f(X_n)) - g(X_n) + 2(n-1)h(X_n) \right) + (T-1)(X_d^2 - 1).$$

This deformation satisfies the following conditions, as shall be seen below:

1. $F_1(1, X) = \cdots = F_n(1, X) = 0$ is the input system;
2. $F_1(0, X) = \cdots = F_n(0, X) = 0$ is a zero–dimensional system with a geometric solution easy to compute;
3. If $W := V(F_1, \ldots, F_n)$ and $\pi : W \to \mathbb{A}^1$ is the projection mapping onto the first coordinate, then $\pi$ is a finite generically–unramified morphism;
4. $\pi^{-1}(0)$ is an unramified fiber of $\pi$.

We are going to compute a geometric solution of the variety defined by the system $F_1(T, X) = \cdots = F_n(T, X) = 0$ using a global variant of a symbolic Newton–Hensel iteration originally due to [21], [23] (see also [7], [25], [30], [32], [56]). Then, specializing the polynomials representing this geometric solution into the value $T = 1$, and cleaning up multiplicities, we shall obtain a geometric solution of our input system $F_1(1, X) = \cdots = F_n(1, X) = 0$.

First we show that our deformation satisfies conditions (i), (ii), (iii), (iv) above. Condition (i) follows directly from the expression of (2) and (10). Our next result proves the validity of conditions (iii) and (iv):

**Lemma 9** $\pi$ is finite and generically unramified, and $\pi^{-1}(0)$ is unramified.

**Proof.** Let us observe that $F_i$ is a polynomial of degree $d$ whose highest nonzero degree term in the variables $X$ is the monomial $X_i^d$. This shows that $\mathbb{Q}[W]$ is a finite $\mathbb{Q}[T]$–module and implies the finiteness of the morphism $\pi$.

From the Bézout inequality (5) we have that $\#(\pi^{-1}(t)) \leq d^n$ holds for any
Let $t \in U$. Then $\mathbb{C}[X]/(F_1(t, X), \ldots, F_n(t, X))$ is a $\mathbb{C}$-vector space of dimension at most $d^n$. Hence, applying e.g. [14, Corollary 2.6] we deduce that $F_1(t, X), \ldots, F_n(t, X)$ generates a radical ideal of $\mathbb{C}[X]$. In particular, the Jacobian matrix of $F_1(t, X), \ldots, F_n(t, X)$ is nonsingular in any point of $\pi^{-1}(t)$, which shows that the fiber $\pi^{-1}(t)$ is unramified for any $t \in U$. Furthermore, applying this argument to $t = 0$ we conclude that $\pi^{-1}(0)$ is unramified.

Suppose that we are given a linear form $U \in \mathbb{Q}[X]$ which is “lucky” in the sense of [25, §5.3]. Observe that such a linear form separates the points of $\pi^{-1}(0)$, and hence represents a primitive element of the (integral) ring extension $\mathbb{Q}[T] \hookrightarrow \mathbb{Q}[T, X]/(F_1, \ldots, F_n)$. Our next result shows that condition (ii) holds.

**Lemma 10** There exists a computation tree which takes as input the polynomials defining $\pi^{-1}(0)$ and the linear form $U$ and outputs a geometric solution of $\pi^{-1}(0)$ using $U$ as primitive element. This computation tree uses space $O(nd^n)$ and time $O(nd^n M(d^n))$.

**Proof.**— Let us observe that $\pi^{-1}(0)$ consists of the points of $\mathbb{A}^n$ satisfying the equations $X_{k+1} - X_k^d = 0$ ($1 \leq k \leq n - 1$), $X_n^d - 1 = 0$. By successive substitution we see that the set of solutions of the system $X_k = X_k^{d_{k-1}}$ ($1 \leq k \leq n - 1$), $X_n^{d_n} = 1$. Let $\Lambda_1, \ldots, \Lambda_n$ be new indeterminates, and let $U_\Lambda(X) := \Lambda_1 X_1 + \cdots + \Lambda_n X_n$. Then, for $q_\Lambda := \text{Res}_{X_1}(X_1^{d_n} - 1, Y - U_\Lambda(X_1, X_1^d, \ldots, X_1^{d_{n-1}}))$, it follows that $q_\Lambda(Y) = q(Y) + \sum_{i=1}^{d_n} (\Lambda_i - \lambda_i) (X_1 q_i'(Y) - v_i(Y))$ modulo $(\Lambda_1 - \lambda_1, \ldots, \Lambda_n - \lambda_n)^2$, where the polynomials $q, v_1, \ldots, v_n \in \mathbb{Q}[Y]$ form a geometric solution of $\pi^{-1}(0)$ with $U := \lambda_1 X_1 + \cdots + \lambda_n X_n$ as primitive element (see e.g. [25, §3.3]). The computation of $q_\Lambda$ modulo $(\Lambda_1 - \lambda_1, \ldots, \Lambda_n - \lambda_n)^2$ can be done by interpolation in the variable $Y$. For this purpose, we compute the evaluated resultant $q_\Lambda(\alpha_i)$ modulo $(\Lambda_1 - \lambda_1, \ldots, \Lambda_n - \lambda_n)^2$ for $d^n + 1$ different values $\alpha_0, \ldots, \alpha_{d^n+1} \in \mathbb{Q}$, using a fast algorithm for computing resultants over a field based on the Extended Euclidean Algorithm (cf. [20]). Our “lucky” choice of $U$ guarantees that executing this algorithm over the power series $\mathbb{Q}[[\Lambda - \lambda]]$, truncating the power series arising during the execution up to order 2, will output the right results. Then, $q_\Lambda$ modulo $(\Lambda_1 - \lambda_1, \ldots, \Lambda_n - \lambda_n)^2$ can be recovered by interpolation (see e.g. [4]). Taking into account the time–space complexity of the algorithms for interpolation and computing resultants the lemma follows. □
Lemmas 9 and 10 show that our deformation satisfies conditions (i), (ii), (iii), (iv) above. Therefore, we may apply the symbolic Newton–Hensel iteration mentioned before. For this purpose, let $U := \lambda_1X_1 + \cdots + \lambda_nX_n \in \mathbb{Q}[X]$ be a “lucky” linear form (in the sense of [25, §5.3]), which also induces a primitive element of the ring extension $\mathbb{Q} \hookrightarrow \mathbb{Q}[\pi^{-1}(1)]$. Let us fix $\rho \geq 4$.

From the Zippel–Schwartz test (cf. [61]) and the estimates for the degree of the denominators arising during the execution of Extended Euclidean Algorithm of [20, Theorem 6.54], we see that the coefficients of $U$ can be randomly chosen in the set $\{1, \ldots, 16\rho d^4n\}$ with probability of success at least $1 - 1/\rho \geq 3/4$.

Let $q, v_1, \ldots, v_n \in \mathbb{Q}[Y]$ be the polynomials obtained after applying the algorithm underlying Lemma 10. These polynomials form a geometric solution of $\pi^{-1}(0)$ using $U$ as primitive element. Then we may apply the Algorithm “Lift Curve” of [25, §4.5], which outputs polynomials $Q, V_1, \ldots, V_n \in \mathbb{Q}[T, Y]$ which form a geometric solution of $W := V(F_1, \ldots, F_n)$, using $U$ as primitive element. Taking into account the tridiagonal form of Jacobian matrix of $F_1, \ldots, F_n$ with respect to the variables $X$, from [7, Theorem 2] and [25, Proposition 9] (see also [56, Theorem 2]) we conclude that this algorithm requires space $O(nd^2n)$ and time $O(ndM(d^2n)^2)$.

Then, specializing $Q, V_1, \ldots, V_n$ into the value $T = 1$, we obtain polynomials $Q(1, Y), V_1(1, Y), \ldots, V_n(1, Y) \in \mathbb{Q}[Y]$ which represent a complete description of our input system $F_1(1, X) = \cdots = F_n(1, X) = 0$, eventually including multiplicities. Such multiplicities are represented by multiple factors of $Q(1, Y)$, which are also factors of $V_1(1, Y), \ldots, V_n(1, Y)$ (see e.g. [25, §6.5]). Therefore, they may be removed by computing $M(Y) := \gcd(Q(1, Y), (\partial Q/\partial Y)(1, Y))$, and the polynomials $Q(1, Y)/M(Y)$, $(\partial Q/\partial Y)(1, Y)/M(Y)$, $V_i(1, Y)/M(Y)$ ($1 \leq i \leq n$) which form a geometric solution of our input system, without changing the asymptotic complexity of our procedure. Summarizing, we have:

**Theorem 11** There exists a computation tree which takes as input the polynomials $F_1, \ldots, F_n$ of (10) and a “lucky” linear form $U \in \mathbb{Q}[X]$, and outputs a geometric solution of the given instance of (2). This computation tree requires space $O(nd^{2n})$ and time $O(ndM(d^2n)^2)$, and can be probabilistically built with a probability of success of at least $3/4$.

**4.3 Symbolic Real Root Counting and Approximation.**

In this Section we briefly sketch an algorithm which, having as input a geometric solution of a given instance of (2), determines the number of positive solutions and computes $\varepsilon$-approximations to all of them.

Let us fix an arbitrary instance $f_1 = \cdots = f_n = 0$ of (2). Suppose that we are given a geometric solution of the variety $V \subset \mathbb{A}^n$ defined by $f_1, \ldots, f_n$, as
which, without loss of generality, we shall assume to belong to \( \mathbb{Z} \). From the \( \mathbb{Q} \)-definability of this geometric solution we easily conclude that the number of real points of \( V \) equals the number of real roots of \( \hat{q} \). Furthermore, the number of positive solutions of \( f_1 = \cdots = f_n = 0 \) is the number of real roots of \( \hat{q} \) satisfying the sign conditions \( \hat{v}_i \geq 0 \) (\( 1 \leq i \leq n \)). This quantity can be determined using the algorithm [27, Recipe SI], which yields the number of real roots of a given univariate polynomial satisfying all possible sign conditions \( \text{sign}(\hat{v}_i) = \delta_i \) (\( 1 \leq i \leq s \)). Taking into account that this algorithm requires the computation of \( O(nd^n) \) Cauchy indices, and the solution of \( O(n) \) linear systems of size \( O(d^n) \), we obtain the following result:

**Proposition 12** There exists a computation tree which takes as input a geometric solution of our input system \( f_1 = \cdots = f_n = 0 \) and outputs the number of positive solutions of \( f_1 = \cdots = f_n = 0 \). This computation tree requires space \( O(d^{2n}) \) and time \( O(nd^{3n}) \).

Let us remark that the positive solutions of any instance of (4) can be characterized as the real solutions with positive first coordinate. In such a case, algorithm [27, Recipe SI] can be significantly simplified, and requires space \( O(d^n) \) and time \( O(M(d^n)) \).

Now we consider the problem of \( \varepsilon \)-approximating the positive roots of our input system. For this purpose, we represent the real solutions of our input system by means of *Thom encodings* (see e.g. [27]). Let \( p \in \mathbb{Z}[X] \) be a polynomial of degree \( e \) and let \( p^{(i)} \) (\( 1 \leq i \leq e - 1 \)) denote the \( i \)-th derivative of \( p \). For a given real root \( x_0 \) of \( p \), its Thom encoding is the list \( [p; \xi_{e-1}, \ldots, \xi_1] \), where \( \xi_i \) is the sign of \( p^{(i)}(x_0) \) for \( 1 \leq i \leq e - 1 \). The Thom encodings of the real roots of \( p \) also allow their ordering (see e.g. [27, Proposition 5.1]).

Let \( \hat{q}_i \in \mathbb{Z}[X] \) denote the minimal equation satisfied by \( X_i \) modulo our input system for \( 1 \leq i \leq n \). By an easy adaptation of [32, Lemma 3] we conclude that there exists a computation tree with space \( O(nd^{n+1}) \) and time \( O(nd^nM(d^n)) \) which takes as input the geometric solution computed by the algorithm underlying Theorem 11 and outputs the polynomials \( \hat{q}_1, \ldots, \hat{q}_n \). Then the Thom encodings of each coordinate of the positive solutions of our input system may be obtained applying the algorithm [27, Recipe SI] to the polynomial \( \hat{q} \) and the list \( \hat{v}_1, \ldots, \hat{v}_n, \hat{q}_1^{(d^n-1)} \circ \hat{v}_1, \ldots, \hat{q}_1^{(d^n-1)} \circ \hat{v}_n, \ldots, \hat{q}_n^{(d^n-1)} \circ \hat{v}_n, \) and identifying the sign conditions \( [\xi_1^{(0)}, \ldots, \xi_n^{(0)}, \xi_1^{(1)}, \ldots, \xi_n^{(1)}, \ldots, \xi_1^{(n)}, \ldots, \xi_n^{(n)}] \) such that \( \xi_i^{(0)} = + \) holds for \( 1 \leq i \leq n \).

Furthermore, let be given \( \varepsilon > 0 \) and an upper bound \( \eta > 0 \) on the absolute value of the coordinates of the real solutions of our input system. Let us observe that the positive solutions of any instance of (4) have coordinates
upper bounded by $(2(n - 1)\alpha)^{1/d}$. Then, combining the above determination of Thom encodings with a bisection strategy we obtain an algorithm which \(\varepsilon\)-approximates all the positive roots \(x := (x_1, \ldots, x_n)\) of our input system satisfying \(x_i \leq \eta\) for \(1 \leq i \leq n\). This algorithm requires determining the number of real roots of the polynomial \(\tilde{q}\) satisfying all possible combinations of sign conditions defined by a list of \(O(nd^n \max\{1, \lceil \log(\eta \varepsilon^{-1}) \rceil\})\) polynomials of degree at most \(d^n\). Therefore, we have:

**Theorem 13** There exists a computation tree which takes as input a geometric solution of our input system \(f_1 = \cdots = f_n = 0\) and outputs an \(\varepsilon\)-approximation of all the positive solutions of \(f_1 = \cdots = f_n = 0\) with coordinates upper bounded by \(\eta\), with space \(O(nd^n \max\{1, \lceil \log(\eta \varepsilon^{-1}) \rceil\})\) and time \(O(nd^n \max\{1, \lceil \log(\eta \varepsilon^{-1}) \rceil\})\).

5 Real Root Counting.

In this section we exhibit a deformation technique which allows us to determine the number of positive solutions of certain instances of (2), including in particular all the instances of (4). Such deformation technique consists in finding a smooth real homotopy which deforms the system under consideration into a system whose number of positive solutions can be easily determined.

Let \(X_1, \ldots, X_n\) be indeterminates and let \(X := (X_1, \ldots, X_n)\). Let \(f_1, \ldots, f_n\) be polynomials of \(\mathbb{Q}[X]\) and let \(V_{\mathbb{R}} \subset (\mathbb{R}_{\geq 0})^n\) be the semi-algebraic set consisting of the positive solutions of \(f_1 = \cdots = f_n = 0\). Let \(T\) be a new indeterminate, and suppose that there exist polynomials \(F_1, \ldots, F_n \in \mathbb{Q}[T, X]\) such that, for \(W_{\mathbb{R}} := \{(t, x) \in [0, 1] \times (\mathbb{R}_{\geq 0})^n : F_1(t, x) = \cdots = F_n(t, x) = 0\}\), the identity \(W_{\mathbb{R}} \cap \{T = 1\} = \{1\} \times V_{\mathbb{R}}\) holds. Let \(\pi_{\mathbb{R}} : W_{\mathbb{R}} \to \mathbb{R}\) be the polynomial mapping defined by \(\pi_{\mathbb{R}}(t, x) := t\). Our deformation technique is based on the following result:

**Proposition 14** Suppose that the following conditions hold:

- \(\pi_{\mathbb{R}}\) has no critical values in \([0, 1]\),
- \(\#(\pi_{\mathbb{R}}^{-1}(t)) < \infty\) for any \(t \in [0, 1]\),
- \(W_{\mathbb{R}}\) is a compact subset of \(\mathbb{R}^{n+1}\),
- \(W_{\mathbb{R}} \subset [0, 1] \times (\mathbb{R}_{> 0})^n\).

Then there exists \(s \geq 0\) such that \(\#(\pi_{\mathbb{R}}^{-1}(t)) = s\) holds for any \(t \in [0, 1]\).

**Proof.** From [33, Lemma 7] we deduce that there exist \(s, s' \in \mathbb{N}\) and \(\varepsilon \in \mathbb{N}\)
We are going to apply Proposition 14 in order to determine the number of positive solutions of any instance of the following subfamily of (2):

\[
\begin{align*}
0 &= (n - 1)^2(f(X_2) - f(X_1)) - \frac{1}{2}g(X_1), \\
0 &= (n - 1)^2(f(X_{k+1}) - 2f(X_k) + f(X_{k-1})) - g(X_k), \quad (2 \leq k \leq n - 1) \\
0 &= (n - 1)^2(f(X_{n-1}) - f(X_n)) - \frac{1}{2}g(X_n) + (n - 1)\alpha,
\end{align*}
\]

where \(\alpha > 0\) and \(f, g\) are elements of \(\mathbb{Q}[X]\), with \(d := \deg g > \deg f\) and \(f(0) = g(0) = 0\), which define increasing functions in \(\mathbb{R}_{\geq 0}\). These hypotheses are satisfied, for example, if \(f, g\) are positive monomials with \(\deg g > \deg f\).

Let \(V_\mathbb{R} \subset (\mathbb{R}_{\geq 0})^n\) be the set of positive solutions of (11). In order to apply the deformation technique underlying Proposition 14, we introduce the following polynomials \(F_1, \ldots, F_n \in \mathbb{Q}[T, X]:: \)

\[
\begin{align*}
F_1 &:= (n-1)^2(f(X_2) - f(X_1)) - \frac{1}{2}g(X_1), \\
F_k &:= (n-1)^2(f(X_{k+1}) - (1+T)f(X_k) + Tf(X_{k-1})) - g(X_k), \quad (2 \leq k \leq n - 1) \\
F_n &:= (n-1)^2T(f(X_{n-1}) - f(X_n)) - \frac{1}{2}g(X_n) + (n - 1)\alpha,
\end{align*}
\]

Let \(W_\mathbb{R} := \{(t, x) \in [0, 1] \times (\mathbb{R}_{\geq 0})^n : F_1(t, x) = \cdots = F_n(t, x) = 0\}\). Observe that \(W_\mathbb{R} \cap \{T = 1\} = \{1\} \times V_\mathbb{R}\) holds. Let \(\pi_\mathbb{R} : W_\mathbb{R} \to \mathbb{R}\) be the projection mapping onto the first coordinate. We are going to show that \(F_1, \ldots, F_n\) satisfy all the hypotheses of Proposition 14.

\textbf{Lemma 15} \(\pi_\mathbb{R}\) has no critical values in \([0, 1]\).

\textbf{Proof.}– Observe that the Jacobian matrix \(\partial F/\partial X\) of \(F_1, \ldots, F_n\) with respect to the variables \(X\) is the following tridiagonal matrix:
\[ (\partial F/\partial X)_{i,j} := \begin{cases} 
- (n - 1)^2 f'(X_1) - \frac{1}{2} g'(X_1) & \text{for } i = j = 1, \\
- (n - 1)^2 (1 + T) f'(X_i) - g'(X_i) & \text{for } 2 \leq i = j \leq n - 1, \\
- (n - 1)^2 T f'(X_n) - \frac{1}{2} (g'(X_n)) & \text{for } i = j = n, \\
(n - 1)^2 f'(X_i) & \text{for } 1 \leq i = j - 1 \leq n - 1, \\
(n - 1)^2 T f'(X_j) & \text{for } 2 \leq i = j + 1 \leq n, \\
0 & \text{otherwise.} 
\end{cases} \]

By the conditions satisfied by \( f, g \) we easily conclude that \( D(t) \cdot (\partial F/\partial X)(t, x) \) is a strictly column diagonally dominant square matrix for any \((t, x) \in (0, 1) \times (\mathbb{R}_{\geq 0})^n\), where \( D(t) \) is the following diagonal matrix
\[ D(t) := \begin{pmatrix} t^{n-1} & \cdots & \cdots & 1 \end{pmatrix}, \]
and \( (\partial F/\partial X)(0, x) \) is a triangular matrix with positive diagonal for any \( x \in (\mathbb{R}_{\geq 0})^n \). Thus \( (\partial F/\partial X)(t, x) \) is a nonsingular matrix for any \((t, x) \in [0, 1] \times (\mathbb{R}_{\geq 0})^n\). Therefore, from e.g. [5, §12.3, Proposition 6] we conclude that \( \pi_R \) has no critical points in \( W_R \), and hence no critical values in \([0, 1]\).

**Lemma 16** \( \pi^{-1}_R(t) \) is a finite set for any \( t \in [0, 1] \).

**Proof.**— Let \( W \subset \mathbb{A}^{n+1} \) be the affine variety defined by \( F_1, \ldots, F_n \). We observe that \( F_i \) is a polynomial of degree \( d \) whose highest nonzero degree term in the variables \( X \) is the monomial \( X_i^d \). This shows that \( \mathbb{Q}[W] \) is a finite \( \mathbb{Q}[T] \)-module and hence that the projection mapping \( \pi : W \to \mathbb{A}^1 \) defined by \( \pi(t, x) := t \) is a finite morphism, which implies that \( \pi^{-1}(t) \) is a finite set for any \( t \in \mathbb{A}^1 \). In particular, \( \pi^{-1}_R(t) \) is a finite set for any \( t \in [0, 1] \).

The following result, probably well-known, is included here for lack of a suitable reference.

**Lemma 17** \( \pi_R \) is a proper morphism, i.e., the preimage of a compact set of \([0, 1]\) is a compact set of \( W_R \).

**Proof.**— Let \( K \subset [0, 1] \) be a compact set and let \( (a_k)_{k \in \mathbb{N}} := (t^{(k)}, x^{(k)})_{k \in \mathbb{N}} \) be a sequence contained in \( \pi^{-1}_R(K) \). Then there exists a subsequence of \( (t^{(k)})_{k \in \mathbb{N}} \)
which converges in $K$. Therefore, we may assume without loss of generality that the sequence $(t^{(k)})_{k \in \mathbb{N}}$ itself converges to $t \in K$.

Let as before $W \subset \mathbb{A}^{n+1}$ denote the affine variety defined by $F_1, \ldots, F_n$ and let \( \pi : W \to \mathbb{A}^1 \) be the projection morphism $\pi(t, x) := t$. Since the ring extension $\mathbb{Q}[T] \hookrightarrow \mathbb{Q}[T, X]/(F_1, \ldots, F_n)$ is integral (see Lemma 16), if $U$ is a linear form of $\mathbb{Q}[X]$, the minimal polynomial $Q(T, Y)$ of the coordinate function induced by $U$ in this extension is a monic element of $\mathbb{Q}[T][Y]$. The fact that $Q(T, U(X))$ vanishes over $W$ implies that $Q(t^{(k)}, U(x^{(k)})) = 0$ holds for any $k \in \mathbb{N}$.

Since $(t^{(k)})_{k \in \mathbb{N}}$ converges to $t \in K$, we have that $Q(t_k, Y)$ converges, coefficient by coefficient, to $Q(t, Y)$. Taking into account the standard bounds on the absolute value of the complex roots of a univariate polynomial in terms of its coefficients (see e.g. [42]), we conclude that for $k \gg 0$ there exists a uniform bound on the absolute value of the complex roots of the polynomials $Q(t_k, Y)$ and $Q(t, Y)$. This shows that the sequence $(U(x^{(k)}))_{k \in \mathbb{N}}$ is contained in a compact subset of $\mathbb{R}$, which implies that $(U(x^{(k)}))_{k \in \mathbb{N}}$ has a subsequence converging to a value $u \in \mathbb{R}$ for which $Q(t, u) = 0$ holds. Let us observe that, for a generic choice of $U$, there exists $x \in W_\mathbb{R}$ such that $U(x) = u$ holds, because $Q$ is the minimal polynomial of $U$ in the ring extension induced by $\pi$ and $(t, u)$ does not annihilate the discriminant of $Q$ with respect to $Y$.

Our previous argument is valid for any linear form of $\mathbb{Q}[X]$ which separates the points of $\pi^{-1}(t)$. Hence, let $Y_1, \ldots, Y_n \in \mathbb{Q}[X]$ be $\mathbb{Q}$–linearly independent linear forms satisfying this condition. Then, for $U = Y_1$, we obtain a subsequence $(a_{j_k})_{k \in \mathbb{N}}$ of $(a_k)_{k \in \mathbb{N}}$ such that $(Y_1(x^{(j_k)}))_{k \in \mathbb{N}}$ converges to a value $y_1 \in \mathbb{R}$ which equals the evaluation of $Y_1$ in a point of $\pi_\mathbb{R}^{-1}(t)$. Arguing with this subsequence and $U = Y_2$, we obtain a value $y_2$ which also corresponds to a certain point of $\pi_\mathbb{R}^{-1}(t)$. Arguing inductively we conclude that there exists an accumulation point of $(a_k)_{k \in \mathbb{N}}$ in $\pi_\mathbb{R}^{-1}(K)$, finishing thus the proof of the lemma.

Lemma 17 implies that $W_\mathbb{R} = \pi_\mathbb{R}^{-1}([0, 1])$ is a compact subset of $\mathbb{R}^{n+1}$.

**Lemma 18** $W_\mathbb{R} \subset [0, 1] \times (\mathbb{R}_{>0})^n$.

**Proof.** Let us recall that $W_\mathbb{R}$ is the semi–algebraic set which consists of the points of $(t, x) \in [0, 1] \times (\mathbb{R}_{>0})^n$ satisfying the equations:

\[
\begin{align*}
0 &= (n-1)^2(f(X_2) - f(X_1)) - \frac{1}{2}g(X_1), \\
0 &= (n-1)^2(f(X_k+1) - (1+T)f(X_k) + T f(X_{k-1})) - g(X_k), \quad (2 \leq k \leq n-1) \quad (12) \\
0 &= (n-1)^2T(f(X_{n-1}) - f(X_n)) - \frac{1}{2}g(X_n) + (n-1)\alpha.
\end{align*}
\]

Let $(t, x) \in [0, 1] \times (\mathbb{R}_{>0})^n$ be an arbitrary point of $W_\mathbb{R}$ and suppose that $x_1 = 0$
holds. Specializing the right–hand side of the first equation of (12) into the value \( X = x \) we see that \( f(x_2) = 0 \) holds. Since \( f \) defines a strictly increasing function in \( \mathbb{R}_{\geq 0} \) with \( f(0) = 0 \), we conclude that \( x_2 = 0 \) holds. We claim that \( x_k = 0 \) holds for \( 3 \leq k \leq n \). Arguing inductively, let us fix \( 3 \leq k \leq n \) and assume that \( x_1 = \cdots = x_{k-1} = 0 \) holds. Specializing the right–hand side of the \((k-1)\)–th equation of (12) into the value \( X = x \) we see that \( f(x_k) = 0 \) holds, which implies \( x_k = 0 \). This completes our inductive argument and shows that \( x_{n-1} = x_n = 0 \) holds. Then, the last equation of (12) implies \( (n-1)\alpha = 0 \), which contradicts our hypotheses. We conclude that \( x_1 > 0 \) holds.

Now we claim that \( x_k > 0 \) holds for \( 2 \leq k \leq n \). For this purpose, it suffices to show that \( x_{k+1} > x_k \) holds for \( 1 \leq k < n \). Since \( x_1 > 0 \) holds and \( g \) defines an increasing function in \( \mathbb{R}_{\geq 0} \), we have that \((n-1)^2(f(x_2) - f(x_1)) = \frac{1}{2}g(x_1) > 0 \) holds, which implies \( x_2 > x_1 \). Let us fix \( 1 \leq m < n \) and suppose that \( x_{k+1} > x_k \) holds for \( 1 \leq k < m \). Specializing the right–hand side of the \(m\)–th equation of (12) into the value \( X = x \), we deduce that \((n-1)^2(f(x_{m+1}) - f(x_m)) = (n-1)^2T(f(x_m) - f(x_{m-1})) + g(x_m) > 0 \) holds, which implies \( x_{m+1} > x_m \). This shows that \( x_n > \cdots > x_1 > 0 \) holds for any \((t, x) \in W_\mathbb{R}\).

Now we are able to determine the number of positive solutions of (11).

**Theorem 19** Let \( \alpha > 0 \) and let \( f, g \) be polynomials of \( \mathbb{Q}[X] \) with \( d := \deg g > \deg f \) and \( f(0) = g(0) = 0 \), which define increasing functions in \( \mathbb{R}_{\geq 0} \). Then (11) has exactly one solution in \( (\mathbb{R}_{\geq 0})^n \).

**Proof.**– Lemmas 15, 16, 17 and 18 show that \( W_\mathbb{R} \) and \( \pi_\mathbb{R} : W_\mathbb{R} \to \mathbb{R} \) satisfy the hypotheses of Proposition 14. We conclude that \( \#(\pi_\mathbb{R}^{-1}(1)) = \#(\pi_\mathbb{R}^{-1}(0)) \) holds. Therefore, in order to finish the proof of the theorem there remains to prove that \( \#(\pi_\mathbb{R}^{-1}(0)) = 1 \) holds. We observe that \( \pi_\mathbb{R}^{-1}(0) = \{0\} \times \tilde{V}_\mathbb{R} \) holds, where \( \tilde{V}_\mathbb{R} \subset (\mathbb{R}_{\geq 0})^n \) is the semi–algebraic set consisting of the points \( x := (x_1, \ldots, x_n) \in (\mathbb{R}_{\geq 0})^n \) satisfying following polynomial system:

\[
\begin{align*}
0 &= (n-1)^2(f(X_2) - f(X_1)) - \frac{1}{2}g(X_1), \\
0 &= (n-1)^2(f(X_{k+1}) - f(X_k)) - g(X_k), \quad (2 \leq k \leq n-1) \\
0 &= (n-1)\alpha - \frac{1}{2}g(X_n).
\end{align*}
\]

Since \( g(X_n) \) defines a strictly increasing function in \( \mathbb{R}_{\geq 0} \) which satisfies the conditions \( \lim_{x \to +\infty} g(x) = +\infty \) and \( g(0) = 0 \), we see that there exists a unique positive solution \( x_n \) to the equation \((n-1)\alpha - \frac{1}{2}g(X_n) = 0 \). Now we show that for \( 2 \leq k \leq n-1 \), there exist unique values \( x_k, \ldots, x_n \in \mathbb{R}_{\geq 0} \) satisfying the last \( n-k+1 \) equations of (13). Arguing by induction on \( n-k \), let \( 1 < k < n \) and assume our statement true for \( k+1 \), i.e., there exist
unique values \(x_{k+1}, \ldots, x_n \in \mathbb{R}_{\geq 0}\) satisfying the last \(n - k\) equations of (13). Hence, the coordinate \(x_k \in \mathbb{R}_{\geq 0}\) must be a solution of the equation \((n - 1)^2 f(x_{k+1}) = 2(n - 1)^2 f(X_k) + g(X_k)\). Since \(p(X_k) := 2(n - 1)^2 f(X_k) + g(X_k)\) defines a strictly increasing polynomial function in \(\mathbb{R}_{\geq 0}\) and satisfies \(p(0) = 0\), we conclude that there exists a unique solution \(x_k \in \mathbb{R}_{\geq 0}\) to the equation \((n - 1)^2 f(x_{k+1}) = p(X_k)\). This completes our inductive argument. Finally, in order to prove the uniqueness of \(x_1 \in \mathbb{R}_{\geq 0}\), we apply a similar argument as above to the polynomial \(\tilde{p}(X_1) := (n - 1)^2 f(X_1) + \frac{1}{2} g(X_1)\).

6 Numerical Conditioning and Complexity of our Systems.

In this section we are going to analyze the set of positive solutions of (4) for \(d \geq 2\) and \(\alpha \in \mathbb{Q}_{> 0}\) from the numeric point of view. Let us recall that the positive solutions of (4) represent the stationary solutions of the initial value problem (6) of Section 3. The main result of this section asserts that (4) has only one positive solution \(x^* \in (\mathbb{R}_{\geq 0})^n\), which is well-conditioned from the numeric point of view. Then, following the homotopy of Section 5 we shall be able to exhibit an algorithm which computes an \(\varepsilon\)-approximation of \(x^*\) with \(n^{O(1)} M\) floating point operations, where \(M := \log |\log (\varepsilon n^{3-1/d} \alpha d)|\). In particular, we see the difference of behaviour between symbolic and numeric conditioning and complexity regarding the positive solution of (4).

We claim that there exists only one positive solution of (4). Indeed, following the ideas of Section 5, we consider the following deformation of (4):

\[
\begin{align*}
0 &= (n - 1)^2 (X_1 - X_2) + \frac{1}{2} X_1^d, \\
0 &= -(n - 1)^2 (X_{k+1} - X_k - T(X_k - X_{k-1})) + X_k^d, \quad (2 \leq k \leq n - 1) \quad (14) \\
0 &= (n - 1)^2 T(X_n - X_{n-1}) - (n - 1) \alpha + \frac{1}{2} X_n^d.
\end{align*}
\]

Let \(W_\mathbb{R}\) be the set of positive solutions of (14). From Theorem 19 and Proposition 14 we conclude that \(W_\mathbb{R} \cap (\{t\} \times (\mathbb{R}_{\geq 0})^n)\), and in particular (4), has only one positive solution for any \(t \in [0, 1]\).

6.1 An Estimate on the Condition Number of the Positive Solution of (14).

Let \(T, X_1, \ldots, X_n\) be indeterminates over \(\mathbb{Q}\), let \(X := (X_1, \ldots, X_n)\) and let \(F : \mathbb{R}^{n+1} \to \mathbb{R}^n\) denote the polynomial mapping defined by the right-hand-side members of (14). Then \(F(t, X) = 0\) has exactly one positive solution
\((x_1(t), \ldots, x_n(t))\) for any \(t \in [0, 1]\), which in fact belongs to \((\mathbb{R}_{>0})^n\). Thus, we have defined an analytic function \(g : [0, 1] \to \mathbb{R}^n\) by \(g(t) := (x_1(t), \ldots, x_n(t))\).

Our intention is to analyze the conditioning of approximating the value \(g(1)\) by a continuation homotopy method. Following e.g. [5], the condition number of approximating \(g(t)\) is given by

\[
\|g'(t)\|_\infty = \|(\partial F/\partial X)(t, g(t))^{-1} \cdot (\partial F/\partial T)(t, g(t))^t\|_\infty \\
\leq \|(\partial F/\partial X)(t, g(t))^{-1}\|_\infty \|(\partial F/\partial T)(t, g(t))\|_\infty,
\]

where \(\| \cdot \|_\infty\) denotes the standard infinite norm and \(^t\) denotes transposition.

Let us fix \(t \in [0, 1]\). In order to estimate \(\|(\partial F/\partial X)(t, g(t))^{-1}\|_\infty\) and \(\|(\partial F/\partial T)(t, g(t))\|_\infty\), we are going to find a suitable lower bound for \(x_1(t)\) and a suitable upper bound for \(x_n(t)\).

From the first \(n-1\) equations of (14) we easily see that \(x_2(t), \ldots, x_n(t)\) are uniquely determined by \(t\) and \(x_1(t)\). Therefore, letting \(x_1\) vary, we may consider \(X_2, \ldots, X_n\) as functions of \(x_1\), which are indeed recursively defined as follows:

\[
\begin{align*}
X_1(x_1) &:= x_1, \quad X_2(x_1) := x_1 + (1/2)(n-1)^{-2}x_1^d, \\
X_3(x_1) &:= X_2(x_1) + t(X_2(x_1) - x_1) + (n-1)^{-2}X_2^d(x_1), \\
X_{k+1}(x_1) &:= X_k(x_1) + t(X_k - X_{k-1})(x_1) + (n-1)^{-2}X_k^d(x_1) \text{ for } k \geq 3.
\end{align*}
\]

**Remark 20** For any \(x_1 > 0\) we have:

(i) \((X_k - X_{k-1})(x_1) > 0\) and \(X_k(x_1) > 0\) for \(2 \leq k \leq n\).
(ii) \((X'_k - X'_{k-1})(x_1) > 0\) and \(X'_k(x_1) > 0\) for \(2 \leq k \leq n\).

**Proof.** Let \(k = 2\). Then, from (15) we have the identities

\[
X_2(x_1) - x_1 = (1/2)(n-1)^{-2}x_1^d, \quad X'_2(x_1) = 1 + (d/2)(n-1)^{-2}x_1^{d-1},
\]

from which we immediately deduce (i) and (ii) for \(k = 2\). Now, arguing inductively, suppose our statement true for a given \(k \geq 2\). From (15) we have:

\[
\begin{align*}
(X_{k+1} - X_k)(x_1) &= t(X_k - X_{k-1})(x_1) + (n-1)^{-2}X_k^d(x_1), \\
(X'_k - X'_{k-1})(x_1) &= t(X'_k - X'_{k-1})(x_1) + d(n-1)^{-2}X_k^{d-1}(x_1)X'_k(x_1).
\end{align*}
\]

Combining these identities with the inductive hypotheses, we easily conclude that (i) and (ii) hold for \(k + 1\). \(\blacksquare\)
Our next technical result is a critical point in our estimate on the lower bound of $x_1(t)$ for any $t \in [0, 1]$.

**Lemma 21** Assume that $d \geq 2$ and $n \geq 3d/2 + 1$ hold, and let $\lambda := 1/d$. For $x_{1,0} := (n - 1)^{-\lambda(2+\lambda)}$ and $t \in [0, 1]$, we have the following estimates for $2 \leq k \leq n$:

- $X_k(x_{1,0}) - X_{k-1}(x_{1,0}) \leq (1/2 + 3(k - 2))(n - 1)^{-(4+\lambda)},$
- $X_k(x_{1,0}) \leq (n - 1)^{-\lambda(2+\lambda)} + (k-1)^2 + \frac{3}{2}(k - 1)(k - 2)(n - 1)^{-(4+\lambda)}.$

**Proof.** Let $x_{k,0} := X_k(x_{1,0})$ for $2 \leq k \leq n$. By hypothesis, we have

\[
x_{2,0} = x_{1,0} + \frac{1}{2}(n - 1)^{-2}x_{1,0}^d = (n - 1)^{-\lambda(2+\lambda)} + \frac{1}{2}(n - 1)^{-(4+\lambda)},
\]

\[
x_{2,0} - x_{1,0} = \frac{1}{2}(n - 1)^{-(4+\lambda)}.
\]

Arguing inductively, assume the statement true for a given $1 < k < n$. From (15) we have:

\[
x_{k+1,0} - x_{k,0} = t(x_{k,0} - x_{k-1,0}) + (n - 1)^{-2}x_{k,0}^d \leq x_{k,0} - x_{k-1,0} + (n - 1)^{-2}x_{k,0}^d
\]

\[
\leq \left(\frac{1}{2} + 3(k - 2)\right)(n - 1)^{-(4+\lambda)} + (n - 1)^{-2}\left((n - 1)^{-\lambda(2+\lambda)} + (k-1)^2 + \frac{3}{2}(k - 1)(k - 2)(n - 1)^{-(4+\lambda)}\right)^d.
\]

We first estimate the second term in the right–hand side of the last expression:

\[
(n - 1)^{-2}\left((n - 1)^{-\lambda(2+\lambda)} + (k-1)^2 + \frac{3}{2}(k - 1)(k - 2)(n - 1)^{-(4+\lambda)}\right)^d \leq
\]

\[
(n - 1)^{-\lambda(d(2+\lambda)-2)}(1 + \frac{3k^2}{2}(n - 1)^{-(4+\lambda)+\lambda(2+\lambda)})^d \leq
\]

\[
(n - 1)^{-\lambda(4+\lambda)(1 + \frac{3}{2}(n - 1)^{-(2+\lambda)(1-\lambda)})^d \leq
\]

\[
(n - 1)^{-\lambda(4+\lambda)(1 + \frac{3}{2}(n - 1)^{-1})^d \leq (for \ n \geq 3d/2 + 1)
\]

\[
(n - 1)^{-\lambda(4+\lambda)(1 + 1/d)^d \leq 3(n - 1)^{-\lambda(4+\lambda)}.
\]

Hence, combining this estimate with the previous one we obtain:

\[
x_{k+1,0} - x_{k,0} \leq \left(\frac{1}{2} + 3(k - 2)\right)(n - 1)^{-(4+\lambda)} + 3(n - 1)^{-(4+\lambda)}
\]

\[
\leq \left(\frac{1}{2} + 3(k - 1)\right)(n - 1)^{-(4+\lambda)},
\]

which shows our first assertion for $k + 1$. In order to prove our second assertion for $k + 1$, we have:
\[ x_{k+1,0} \leq x_{k,0} + \left( \frac{1}{2} + 3(k - 1) \right)(n - 1)^{-(4+\lambda)} \\
\leq (n - 1)^{-\lambda(2+\lambda)} + \left( \frac{k-1}{2} + \frac{3}{2}k(k-1)(k-2) \right)(n - 1)^{-(4+\lambda)} + \\
+ \left( \frac{1}{2} + 3k(k-1) \right)(n - 1)^{-(4+\lambda)} \\
\leq (n - 1)^{-\lambda(2+\lambda)} + \left( \frac{k}{2} + \frac{3}{2}k(k-1) \right)(n - 1)^{-(4+\lambda)}. \]

This finishes the proof of the lemma. \( \blacksquare \)

From Lemma 21 we easily deduce the following estimates:

\[ x_{n,0} - x_{n-1,0} \leq \left( \frac{1}{2} + 3(n - 2) \right)(n - 1)^{-(4+\lambda)} \leq 3(n - 1)^{-(3+\lambda)} \]

\[ x_{n,0} \leq (n - 1)^{-\lambda(2+\lambda)} + \left( \frac{n-1}{2} + \frac{3}{2}(n - 1)(n - 2) \right)(n - 1)^{-(4+\lambda)} \quad (16) \]

\[ \leq (n - 1)^{-\lambda(2+\lambda)} + 2(n - 1)^{-(2+\lambda)}. \]

### 6.1.1 A Lower Bound for \( x_1(t) \)

Let \( Q : [0, 1] \times \mathbb{R} \rightarrow \mathbb{R} \) be the polynomial mapping defined by:

\[ Q(t, x_1) := t(n - 1)^2(X_n(t, x_1) - X_{n-1}(t, x_1)) - (n - 1)\alpha + \frac{1}{2}X_n^d(t, x_1). \quad (17) \]

Observe that \( Q \) represents the minimal polynomial of the coordinate function defined by \( X_1 \) in the integral ring extension \( \mathbb{Q}[T] \leftrightarrow \mathbb{Q}[W] \), where \( W \) is the affine subvariety of \( \mathbb{A}^{n+1} \) defined by the polynomial system \( F(T, X) = 0 \) of (14). Therefore, for fixed \( t \in [0, 1] \), the (only) positive root of \( Q(t, X_1) \) is the value \( x_1(t) \) we want to estimate.

From Remark 20 we see that \( Q(t, X_1) \) is a strictly increasing function in \( \mathbb{R}_{\geq 0} \) for any \( t \in [0, 1] \). In particular, taking into account that \( Q(t, 0) < 0 \) holds, we obtain a new proof of the uniqueness of the positive solution of the system \( F(t, X) = 0 \) for any \( t \in [0, 1] \). Let us assume, as in Lemma 21, that \( d \geq 2 \) and \( n \geq 3d/2 + 1 \) hold, and let \( x_{1,0} := (n - 1)^{-\lambda(2+\lambda)} \), \( x_{2,0} := X_2(x_{1,0}), \ldots, x_{n,0} := X_n(x_{1,0}) \). From (16) we have:

\[ t(n - 1)^2(x_{n,0} - x_{n-1,0}) \leq 3t(n - 1)^{-(1+\lambda)} \leq 3(n - 1)^{-1} \]
\[ \frac{1}{2}x_{n,0}^d \leq \frac{1}{2}((n - 1)^{-\lambda(2+\lambda)} + 2(n - 1)^{-(2+\lambda)})^d \]
\[ \leq \frac{1}{2}(n - 1)^{-2}(1 + 2(n - 1)^{-1})^d \leq \frac{3}{2}(n - 1)^{-2}, \]

for \( n \geq 2d + 1 \). We conclude that

\[ Q(t, (n - 1)^{-\lambda(2+\lambda)}) \leq 3(n - 1)^{-1} - (n - 1)\alpha + \frac{3}{2}(n - 1)^{-2} < 0 \]
holds, provided that \( n > 2\alpha^{-1/2} + 1 \) holds. Combining this estimate with the fact that \( Q(t, X_1) \) is a strictly increasing function in \( \mathbb{R}_{\geq 0} \) for any \( t \in [0, 1] \), we deduce the following result:

**Lemma 22** Assume that \( d \geq 2 \) and \( n \geq \max\{2d + 1, 2\alpha^{-1/2} + 1\} \) hold. Then, for any \( t \in [0, 1] \) we have the following estimate:

\[
(n - 1)^{-\lambda(2+\lambda)} \leq x_1(t). \tag{18}
\]

### 6.1.2 An Upper Bound for \( x_n(t) \)

We adapt an idea of [8]. Let \( Q : [0, 1] \times \mathbb{R} \to \mathbb{R} \) be the function defined in (17), and let \( x_{1,1}(t) \in \mathbb{R}_{>0} \) be the only positive solution of the equation \( X_n(t, X_1) = (2\alpha(n - 1))^\lambda \). Then we have

\[
Q(t, x_{1,1}(t)) = (n - 1)^2 t(X_n(t, x_{1,1}) - X_{n-1}(t, x_{1,1})).
\]

If \( t = 0 \), from the above expression we conclude that \( x_n(0) = (2\alpha(n - 1))^\lambda \) holds. On the other hand, for \( t \in (0, 1] \) we have \( Q(t, x_{1,1}(t)) > 0 = Q(t, x_1(t)) \), which implies \( x_{1,1}(t) > x_1(t) \). Therefore, taking into account that \( X_n(t, X_1) \) is a strictly increasing function in \( \mathbb{R}_{\geq 0} \) for any \( t \in [0, 1] \), we have:

**Lemma 23** For any \( t \in [0, 1] \) we have the estimate \( x_n(t) \leq (2(n - 1)\alpha)^\lambda \).

### 6.1.3 An Estimate on the Condition Number of Approximating \( g(t) \)

Let us fix \( t \in [0, 1] \). In order to estimate the condition number of approximating \( g(t) \), we observe that the Jacobian matrix \( \partial F(t, X) / \partial X \) of \( F(t, X) \) is tridiagonal with the following expression:

\[
\frac{\partial F(t, X)}{\partial X} := \begin{pmatrix}
(n - 1)^2 + \frac{d}{2} X_1^{d-1} & -(n - 1)^2 & \\
-(n - 1)^2 t & (n - 1)^2 (1 + t) + d X_2^{d-1} & \ddots \\
& \ddots & \ddots & -(n - 1)^2 \\
& & -(n - 1)^2 t & (n - 1)^2 (1 + t) + d X_n^{d-1}
\end{pmatrix}.
\]

Following [47], for a given real \( n \times n \) matrix \( A := (a_{ij})_{1 \leq i, j \leq n} \) we have the estimate \( \|A^{-1}\|_{\infty} \leq \max_{1 \leq i \leq n} \{|a_{ii}|^{-1}(1 - \mu_i)^{-1}\} \), with \( \mu_i := |a_{ii}|^{-1} \sum_{j \neq i} |a_{ij}| \) for \( 1 \leq i \leq n \). In the case of the matrix \( (\partial F(t, X) / \partial X)(g(t)) \), we have:
\[
\mu_1 = \frac{(n-1)^2}{(n-1)^2 + \frac{2}{3} x_1(t)^{d-1}}, \quad \mu_k = \frac{(1+t)(n-1)^2}{(1+t)(n-1)^2 + d x_k(t)^{d-1}} \quad (2 \leq k \leq n-1),
\]

which implies the following estimates:

\[
|a_{11}|^{-1}(1 - \mu_1)^{-1} = 2d^{-1}x_1(t)^{-d+1},
\]
\[
|a_{kk}|^{-1}(1 - \mu_k)^{-1} = d^{-1}x_k(t)^{-d+1} \leq 2d^{-1}x_1(t)^{-d+1}, \quad (2 \leq k \leq n-1)
\]
\[
|a_{nn}|^{-1}(1 - \mu_n)^{-1} = 2d^{-1}x_n(t)^{-d+1} \leq 2d^{-1}x_1(t)^{-d+1},
\]

for any solution \( g(t) \in (\mathbb{R}_{\geq 0})^n \) of the polynomial system \( F(t, X) = 0 \). Combining these estimates with Lemma 22 we deduce

\[
\| (\partial F(t, X)/\partial X)^{-1}(t, g(t)) \|_\infty \leq 2d^{-1}x_1(t)^{-d+1} \leq 2d^{-1}(n-1)^{2-\lambda}. \quad (19)
\]

Now we estimate \( \| (\partial F/\partial T)(t, g(t)) \|_\infty \) for any \( t \in [0, 1] \). For this purpose, let us observe that \( (\partial F/\partial T)(t, g(t)) = (n-1)^2(0, x_2(t)-x_1(t), \ldots, x_n(t)-x_{n-1}(t))^t \) holds. From (14) we deduce the following estimate for \( 2 \leq k \leq n \):

\[
(n-1)^2(x_k(t)-x_{k-1}(t)) = \frac{1}{2} t^{k-2}x_1(t)^d + t^{k-3}x_2(t)^d + \cdots + x_{k-1}(t)^d \leq (k-1)x_n(t)^d.
\]

This implies

\[
\| (\partial F/\partial T)(t, g(t)) \|_\infty \leq (n-1)x_n(t)^d \leq 2(n-1)^2 \alpha. \quad (20)
\]

Combining (19) and (20) we obtain the main result of this section:

**Theorem 24** The condition number of approximating the only positive solution of \( F(t, X) = 0 \) satisfies the estimate \( \kappa \leq \frac{4}{3}(n-1)^{4-\lambda} \alpha \) for any \( t \in [0, 1] \).

6.2 A Numerical Algorithm Computing the Positive Solution of (4).

As an illustration of the numerical well-conditioning of the positive solution of the system \( F(t, X) = 0 \) of (14) for any \( t \in [0, 1] \), we shall exhibit a polynomial algorithm which computes the only positive solution \( g(1) \) of (4). This algorithm is a Newton–Euler continuation method (see e.g. [48]). For this purpose, let us fix \( 0 < \tilde{\varepsilon} < \alpha \) and let us introduce for any \( \eta \in \mathbb{R} \) the polynomial mapping \( F_\eta : [0, 1] \times \mathbb{R}^n \to \mathbb{R}^n \) defined in the following way:
\[ F_\eta(T, X) := F(T, X) - (0, \ldots, 0, \eta)^t. \]

With the same arguments as in Section 6.1.1 we conclude that \( F_\eta(t, X) = 0 \) has only one positive solution for any \( t \in [0, 1] \) and any \( \eta \in \mathbb{R} \) with \(|\eta| \leq \hat{\varepsilon}\).

Let \( f(T) := -2T^3 + 3T^2 \). Observe that \( f(0) = 0, f(1) = 1 \) and \( f([-1/4, 5/4]) = [0, 1] \) hold. Then we have that the semi-algebraic subset of \( \mathbb{R} \times \mathbb{R}^n \) defined by the following system of equalities and inequalities:

\[
(0, \ldots, 0, -\hat{\varepsilon})^t \leq F(f(T), X) \leq (0, \ldots, 0, \hat{\varepsilon})^t, \quad -1/4 \leq T \leq 5/4,
\]

is a compact neighborhood of the real algebraic curve \( F(T, X) = 0, 0 \leq T \leq 1 \). Observe that this semi-algebraic set may also be defined as the set of points \( (t, g(t, \eta)) \) with \( t \in [-1/4, 5/4] \) and \(|\eta| \leq \hat{\varepsilon} \), where \( g(\eta, t) := (x_1(\eta)(t), \ldots, x_n(\eta)(t)) \) denotes the positive solution of \( F_\eta(f(T), X) = 0 \).

In order to estimate the complexity of the Newton–Euler method which computes the positive solution of (14), we need an upper bound for \( x_{n,\eta}(t) \) and a lower bound for \( x_{1,\eta}(t) \), for any \( t \in [-1/4, 5/4] \) and any \( \eta \in [-\hat{\varepsilon}, \hat{\varepsilon}] \). For this purpose, we follow the approach of Section 6.1. More precisely, analogously to (17), we introduce for any \( \eta \in \mathbb{R} \) the polynomial mapping \( Q_\eta : [0, 1] \times \mathbb{R} \to \mathbb{R} \) defined in the following way:

\[
Q_\eta(t, x_1) := f(t)(n - 1)^2(X_n - X_{n-1})(f(t), x_1) - (n - 1)\alpha - \eta + \frac{1}{2}X_n^2(f(t), x_1).
\]

Observe that \( Q_\eta(t, X_1) \) is a strictly increasing function in \( \mathbb{R}_{>0} \) with \( Q_\eta(t, 0) < 0 \) for any \( t \in [-1/4, 5/4] \). As in the proof of Lemma 23, for any \( t \in [-1/4, 5/4] \) we denote by \( x_{1,\eta}(t) \) the only positive solution of the equation \( X_n(f(t), X_1) = (2\alpha(n - 1) + 2\eta)^\lambda \). Then we have

\[
Q_\eta(t, x_{1,\eta}) = (n - 1)^2f(t)(X_n - X_{n-1})(f(t), x_{1,\eta}(t)) \geq 0 = Q_\eta(t, x_{1,\eta}(t)).
\]

We conclude that \( x_{1,\eta}(t) \geq x_{1,\eta}(t) \), which implies

\[
(4(n-1)\alpha)^\lambda > (2(n-1)\alpha + 2\eta)^\lambda = X_n(f(t), x_{1,\eta}(t)) > X_n(f(t), x_{1,\eta}(t)) = x_{n,\eta}(t).
\]

On the other hand, assuming that \( d \geq 2 \) and \( n \geq \max\{2d+1, 2\alpha^{-1/2} + 2\} \) hold, applying Lemma 22 mutatis mutandis we deduce that \( (n - 1)^{\lambda(2 + \lambda)} \leq x_{1,\eta}(t) \) holds for any \( t \in [-1/4, 5/4] \). Therefore, using the estimates of Section 6.1.3 we conclude that the following estimate holds:

\[
\|\frac{\partial F_\eta(f(T), X)}{\partial X}^{-1}(t, g(\eta, t))\|_\infty \leq 2d^{-1}(n - 1)^{2 - \lambda} =: \beta.
\]

We also need an upper bound on \( \|\frac{\partial^2 F_\eta(f(T), X)}{\partial X^2}(t, g(\eta, t))\|_\infty \). For this purpose, we have to estimate the norm of the Hessian matrix of each coordinate.
of $F_\eta$, which is in turn reduced to estimate the quantity $\max_{1 \leq k \leq n}\{d(d - 1)X_k(f(t), x_{1, \eta}(t))d^{-2}\}$ for any $t \in [-1/4, 5/4]$ and any $\eta \in [-\hat{\varepsilon}, \hat{\varepsilon}]$. We have

$$\|(\partial^2 F_\eta(f(T), X)/\partial X^2)(t,g(\eta,t))\|_{\infty} \leq d(d-1)x_{n,\eta}(t)^{d-2} \leq 4d(d-1)(n-1)\alpha =: \gamma.$$  

Finally, we have $\|(\partial F_\eta(f(T), X)/\partial T)(t,g(\eta,t))\|_{\infty} \leq 4(n-1)^2\alpha =: \delta$.

Then, applying e.g. [48, 10.4.3], we see that there exists $N \leq 4\beta^2 \gamma \delta \leq 2^8(n-1)^7-2\lambda \alpha^2 = O(n^7)$ such that the following holds:

If $x^{(0)} := g(0)$ denotes the positive solution of $F(0, X) = 0$, and $0 = t_0 < t_1 < \cdots < t_N = 1$ is a uniform partition of the interval $[0, 1]$, then the iteration

$$x^{(k+1)} = x^{(k)} - (\partial F(T, X)/\partial X)^{-1}(t_k, x^{(k)})F(t_k, x^{(k)}), \quad (0 \leq k \leq N - 1)$$

yields an attraction point of the standard Newton iteration associated to the system $F(1, X) = 0$. Let us remark that, taking into account that the Jacobian matrix $(\partial F(T, X)/\partial X)(t_k, x^{(k)})$ is tridiagonal, we conclude that each step of this iteration requires $O(n^2 \log d)$ floating point operations, keeping $O(n \log d)$ arithmetic registers.

From [48, 10.4.2–3] we conclude that the vector $x^{(N+k)}$, obtained from the vector $x^{(N)}$ above after $k$ steps of the iteration

$$x^{(k+1)} = x^{(k)} - (\partial F(1, X)/\partial X)(x^{(k)})^{-1}F(1, x^{(k)}), \quad (k \geq N)$$

satisfies the estimate $\|x^{(N+k)} - g(1)\|_{\infty} \leq 2^{-k}(2\gamma)\varepsilon$. Furthermore, combining this estimate with [48, 10.2.2] we see that $\|x^{(N+k)} - g(1)\|_{\infty} \leq 2^{-2k-2}(4\beta\gamma)\varepsilon \leq 2^{-2k-2-5(d-1)^{-1}\alpha^{-1}(n-1)^{\lambda-3}}$ holds for $k \geq 2$. Therefore, in order to obtain an $\varepsilon$–approximation of $g(1)$, we have to perform $O(M)$ steps of the second iteration, with $M := \log \lceil \log(\varepsilon n^{3-\lambda \alpha d}) \rceil$. Summarizing, we have:

**Theorem 25** There exists a computation tree computing an $\varepsilon$–approximation of the positive solution of (4) with space $O(n \log d)$ and time $O(n^2 \log d(n^7 + M))$, where $M := \log \lceil \log(\varepsilon n^{3-\lambda \alpha d}) \rceil$.
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