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Parkinson disease is a major public health problem all around the world.This paper proposes an expert disease diagnosis system for
Parkinson disease based on genetic algorithm- (GA-) wavelet kernel- (WK-) Extreme LearningMachines (ELM).The classifier used
in this paper is single layer neural network (SLNN) and it is trained by the ELM learning method. The Parkinson disease datasets
are obtained from the UCI machine learning database. In wavelet kernel-Extreme Learning Machine (WK-ELM) structure, there
are three adjustable parameters of wavelet kernel. These parameters and the numbers of hidden neurons play a major role in the
performance of ELM. In this study, the optimum values of these parameters and the numbers of hidden neurons of ELM were
obtained by using a genetic algorithm (GA). The performance of the proposed GA-WK-ELM method is evaluated using statical
methods such as classification accuracy, sensitivity and specificity analysis, and ROC curves. The calculated highest classification
accuracy of the proposed GA-WK-ELMmethod is found as 96.81%.

1. Introduction

Parkinson disease (PD) is a degenerative disorder of the
central nervous system. It results from the death of dopamine
generating cells in the substantia nigra, a region of the mid-
brain. This disease affects about 1% of the world population
over the age of 55 [1, 2].

In advanced stages of the disease, nonmotor features,
such as dementia and dysautonomia, occur frequently [3].
PD is diagnosed in case of presence of two or more cardinal
motor features such as rest tremor, bradykinesia, or rigidity
[4]. Functional neuroimaging holds the promise of improved
diagnosis and allows assessment in early disease [5].

The main symptoms of PD are bradykinesia, tremor,
rigidity, and postural instability. When all of these symptoms
are seen, then the person can be diagnosed by doctors with
Parkinson disease. The dysphonia is considered to be one
of the most difficult aspects of Parkinson disease by many
patients and their families. Nearly 9 out of 10 people with
PD have a speech or voice disorder. Dysphonic symptoms
typically include reduced loudness, breathiness, roughness,

decreased energy in the higher parts of the harmonic spec-
trum, and exaggerated vocal tremor and these symptoms can
be detected using many different vocal tests [6]. In the design
of an automatic diagnosis system for PD, it is more suitable
to use the voice data because it is one of the most common
symptoms. In literature, there are many studies on speech
measurement for general voice disorders [6–12]. In these
studies, the speech signals are recorded and then these signals
are detected bymeans of differentmethods certain properties
of these signals. Then, a classifier is used to diagnose patients
with PD from certain properties of signal. The classifier is
the heart of the automatic diagnosis system. The reliable
classifier should diagnose the disease at as high accuracy as
possible even though there are many uncontrolled variations.
In literature, different classifiers have been proposed for
automatic diagnosis of PD.TheNNs and adaptive neurofuzzy
classifier with linguistic hedges (ANFIS-LH) are investigated
for automatic diagnosis of PD in [13]. The performance of
probabilistic neural network (PNN) for automatic diagnosis
of PD is evaluated in [14]. SVM classifier is also investigated
for the same goal in [15]. NNs have some drawbacks such
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as need of long training time and uncertainties in activation
function to be used in hidden layer, number of cells in hidden
layer, and the number of hidden layer. In case of SVM, type
of kernel function and penalty constant and so forth affects
the classification performance. If these parameters are not
appropriately selected, the classification performance of SVM
degrades. Similarly, the performance of ANFIS depends on
type and parameters of membership function and output
linear parameters.

Among these classifiers, NNs have been widely used
in pattern recognition and regression. The NNs are com-
monly trained by backpropagation based on a gradient-based
learning rule [16]. Up to now, the gradient-based learning
methods have been widely applied for learning of NNs
[17, 18]. However, they have several shortcomings such as
difficult setting of learning parameters, slow convergence,
training failures due to local minima, and repetitive learning
to improve performance of NNs. Also, it is clear that gradient
descent-based learning methods are generally very slow [20].

Recently, the Extreme Learning Machine (ELM) pro-
posed by Huang et al. has been widely used in classification
regression problems because of its properties fast learning
capability and fast learning. Although output weights are
analytically calculated, there is no rule in determination of
number of hidden neurons, activation function. The ELM
may not provide high classification performance because of
cases mentioned above.

In [6], theGA is used for selection of feature subset for the
input of ANN. The proposed method is not suitable for real-
time implementation. Besides, the feature vector is randomly
reduced to a lower dimension in [3, 6, 7, 9]. ANFIS structure
might not have a good performance if a huge amount of data
exists.

Recently, a new learning algorithm called Extreme Learn-
ing Machine (ELM) which randomly selected all the hidden
nodes parameters of generalized single-hidden layer feed-
forward networks (SLFNs) and analytically determines the
output weights of SLFNs is proposed in [18–20]. Although
output weights are analytically calculated, there is no rule in
determination of number of hidden neurons and type of the
kernel function. To obtain a good classification performance
of ELM, these parameters should be determined properly.

This paper proposes an expert Parkinson diseases (PD)
diagnosis system based on genetic algorithm- (GA-) wavelet
kernel- (WK-) Extreme Learning Machines (ELM). The
classifier used in this paper is single layer neural network
(SLNN) and it is trained by the ELM learning method.
In wavelet kernel-Extreme Learning Machine (WK-ELM)
structure, there are three adjustable parameters of wavelet
kernel.These parameters and the numbers of hidden neurons
play a major role in the performance of ELM. Therefore,
values of these parameters and numbers of hidden neurons
should be tuned carefully based on the solved problem.
In this study, the optimum values of these parameters and
the numbers of hidden neurons of ELM were obtained by
using a genetic algorithm (GA).The hepatitis disease datasets
are obtained from the UCI machine learning database. The
performance of the proposed GA-WK-ELMmethod is evalu-
ated through statical methods such as classification accuracy,

sensitivity and specificity analysis, and ROC curves. In here,
the numbers of hidden neurons of ELM and parameters
of wavelet kernel function are optimized by GA. In GA
structure, an individual is composed of a total of 20 bits.These
are as follows:

(i) The first four bits (1st, 2nd, 3rd, and 4th bits) of each
of these individuals represent the 𝑤 parameter values
(between 1 and 16) of the wavelet kernel functions.

(ii) The second four bits (5th, 6th, 7th, and 8th bits) of
each of these individuals represent the 𝑥 parameter
values (between 1 and 16) of the wavelet kernel
functions.

(iii) The third four bits (9th, 10th, 11th, and 12th bits) of
each of these individuals represent the 𝑦 parameter
values (between 1 and 16) of the wavelet kernel
functions.

(iv) The rest of the 20 bits represent the number of hidden
neurons (between 5 and 260).

The 40 number of these individuals is randomly chosen for
the initial population. Thus, it is purposed to obtain the best
possible performance from ELM classifier. The training and
testing dataset for the proposed method is obtained from
the UCI dataset. This dataset is composed of 192 pieces of
data. The randomly selected 128 of 192 pieces of data are
used for training of classifier whereas the remaining data is
used for testing of classifier. For different kernel function
and number of hidden neurons, the results of the proposed
method are given. Further, a comparison is performed with
previous studies to show the validity of the proposedmethod.
From results, the proposedmethod is a quite powerful tool for
automatic diagnosis of hepatitis and may work in real-time
systems.

The paper is organized as follows. Section 2 presents
pattern recognition for the diagnosis of Parkinson disease.
In Section 3, wavelet kernel-Extreme Learning Machines
and in Section 4 genetic algorithms are briefly presented,
respectively. In Section 5, application of GA-WK-ELM for
the diagnosis of Parkinson disease is explained.The obtained
results are given in Section 6. Finally, Section 7 provides the
discussion and conclusion of this study.

2. Pattern Recognition for
Diagnosis of Parkinson Disease

The pattern recognition for diagnosis of disease is commonly
composed of two stages. They are feature extraction and
classification stages. In the feature extraction stage, the useful
information of data is extracted by a feature extractor. The
feature extraction not only reduces the computational burden
of the classifier but also improves classification performance.
In classification stage, extracted features from data are given
as input to the classifier. Depending on classification problem,
the data is separated into two or more classes by the classifier.

The pattern recognition concept used in this study is
given in Figure 1. The proposed concept consists of three
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Figure 1: The block diagram of the pattern diagnosis concept.
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Figure 2: The structure of a single-hidden layer feedforward
network.

stages including feature extraction, classification, and opti-
mization of classifier’s parameters.These stages are explained
in detail as follows.

3. Wavelet Kernel-Extreme Learning Machines

In literature, the neural networks have been commonly used
in pattern recognition and regression problems [20, 21]. The
gradient-based learning and backpropagation algorithms are
most commonly used methods for neural networks [17, 18].
Moreover, these methods have some drawbacks such as
difficult setting of learning parameters, slow convergence,
slow learning, and training failures [19].

Because of these disadvantages of classic gradient-based
learning and backpropagation neural network algorithms,
the Extreme LearningMachine (ELM) algorithm is proposed
by Cho et al. [19]. In the Extreme Machine Learning algo-
rithm, the output weights of a single-hidden layer feedfor-
ward network (SLFN) are analytically calculated by using the
Moore-Penrose (MP) generalized inverse instead of iterative
learning scheme [20]. In Figure 2, the structure of a single-
hidden layer feedforward network using Extreme Learning
Machine algorithm is given. In here, 𝑙

1𝑚
, 𝑙
2𝑚
, and 𝑙

𝑟𝑚
are

weights vector connecting the 𝑘th hidden neuron and the
input neurons, 𝑤 is the weight vector connecting the 𝑘th

hidden neuron and output neuron, and 𝑓(⋅) is the activation
function.

The most significant features of ELM are ordered as
below:

(i) In ELM structure, the learning speed is very fast.
Because of this, single-hidden layer feedforward net-
work can be trained by using ELM. Thus, an ELM
learning method, which is faster than other classical
learning methods, is obtained.

(ii) The obtaining of the less training error and the fewer
norms of weights are aimed at by using ELM, because
the ELM learning algorithm has good performance
for neural networks.

(iii) In the structure of single-hidden layer feedforward
network, the ELM learning algorithm is used with
nondifferentiable activation functions.

(iv) The easy solutions are tried to get in the ELM
structure [19].

The outputs of an ELM with 𝑚 neurons and 𝑓 activation
function are given as below:

𝑜
𝑗
=

𝑚

∑
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) . (1)

The ELM learning algorithm has faster learning speed
than classic neural networks. Moreover, it has better gener-
alization performance than them. Nowadays, the number of
researchers, who work in ELM science topic, has increased
[19–23]. In ELM learning algorithm, the initial parameters
of the hidden layer need not be tuned. In ELM algorithm,
all nonlinear piecewise continuous functions are used as the
hidden neurons. Therefore, for 𝑀 optional various samples
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function in ELM by using𝐾 hidden neurons is
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where V = [V
1
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2
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𝐾
(𝑟)] is the output vector of the

hidden layer with respect to the input 𝑟. 𝑆 = [𝑆
1
, 𝑆
2
, . . . , 𝑆

𝐾
] is

the vector of the output weights between the hidden layer
of 𝐾 neurons and the output neuron. V vector changes
the data from input space to the ELM feature space [19–
23]. The training error and the output weights should be
synchronously minimized for decreasing the training error
in ELM algorithm. So, generalization performance of neural
networks increases:

minimize ‖𝐴𝑆 − 𝐶‖ ,

‖𝑆‖ .

(3)

In here, (3) can be solved by using

𝑆 = 𝐴
𝑇
(

1

𝐸

+ 𝐴𝐴
𝑇
)

−1

𝐶, (4)
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where 𝐸 is the regulation coefficient, 𝐴 is the hidden layer
output matrix, and 𝐶 is the expected output matrix of
samples, respectively. So, the output function of the ELM
learning algorithm can be given as follows:

𝑢 (𝑟) = V (𝑟) 𝐴𝑇 (
1

𝐸

+ 𝐴𝐴
𝑇
)

−1

𝐶. (5)

If the feature vector V(𝑟) is unknown, the kernel matrix
of ELM based on Mercer’s conditions can be computed as
follows:

𝐷 = 𝐴𝐴
𝑇
: 𝑘
𝑗𝑧

= V (𝑟
𝑗
) V (𝑟
𝑧
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𝑗
, 𝑟
𝑧
) . (6)

In this way, the output function 𝑢(𝑟) of the wavelet kernel-
Extreme Learning Machine (WK-ELM) can be given as
below:

𝑢 (𝑟) = [𝑏 (𝑟, 𝑟
1
) , . . . , 𝑏 (𝑟, 𝑟

𝑀
)] (
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+ 𝐷)
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𝐶. (7)

In there, 𝐷 = 𝐴𝐴
𝑇 and 𝑏(𝑟, 𝑔) is the kernel function of

Extreme LearningMachine.There are some kernel functions,
which are linear kernel, polynomial kernel, Gaussian kernel,
and exponential kernel, appropriate for the Mercer condition
in ELM literature. The readers can find more details in
[21, 22]. In this study, wavelet kernel function is used for
simulation and performance analysis of WK-ELM:
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In the result of these application studies, it was observed
that the training and testing performance of the wavelet
kernel function shown in (8) is better than the performances
of linear kernel, polynomial kernel, Gaussian kernel, and
exponential classical kernel functions, respectively. The val-
ues of adjustable parameters 𝑤, 𝑥, and 𝑦 are important for
training performance of ELM. Because of this, values of
these parameters should be attentively tuned for solving the
problem. However, the hidden layer feature mapping need
not be known and the number of hidden neurons need not
be chosen in WK-ELM algorithms. Moreover, the WK-ELM
learning algorithm has better generalization performance
than classic ELM learning algorithm. At the same time, it was
shown that WK-ELM is more stable than classic ELM and is
faster than Support Vector Machine (SVM) [24].

4. Genetic Algorithms

To solve a problem, an evolutionary process is used in the
structures of genetic algorithms [25]. A genetic algorithm
begins with a set of solutions which are represented by
individuals. This set of solutions is known as a population.
Each population is a solution set and new solutions are
selected according to their fitness values. In the genetic
algorithm, the iterative process is repeated as long as the new
population is better than the old one. The higher the fitness
value of an individual is, the more likely this individual is
reproduced for the next population. The iterative process is

finished when some conditions (e.g., number of individuals
in the population) are satisfied [26].

The stages of the genetic algorithm are given as below.

Stage 1. A random population of 𝑛 individuals is created.
These individuals are a suitable solution to the problem. In
here, the value of 𝑛 is 20.

Stage 2. The fitness 𝑓(𝑥) of each individual 𝑥 is calculated in
the population [25]. In these experimental studies, each of the
individuals in the population is randomly formed.

Stage 3. Two parental individuals from among the individu-
als are selected.These individuals have the higher fitness value
in the population. Then, the crossover operator is realized to
these parental individuals. The aim of the crossover operator
is creating the varied individuals. These have higher fitness
values than former individuals.

Stage 4. In this stage, a crossover probability is used for
crossover operating to form the new individuals. If crossover
is not done, the individual will be the exact copy of the
parents.

Stage 5. In this stage, each new individual is obtained by
mutating with a mutation probability. This mutation process
is realized by using any one or more bits of the individual.

Stage 6. In this stage, the new individuals are obtained from
the new population.

Stage 7. In this stage, if the end conditions are satisfied, the
genetic algorithm is stopped. It is returned to the best solution
in the current population.

Stage 8. In this stage, it is returned to Stage 2. Then, the new
generated population is used for further algorithm.

5. Application of GA-WK-ELM for
Diagnosis of Parkinson Disease

The Parkinson dataset used in this study is composed of a
range of biomedical voice measurements from 31 people, 23
with Parkinson disease (PD), and it includes a total of 192
voice recordings from individuals. In addition, these biomed-
ical voice measurements have different attribute information
given in Table 1 [6–12].

The essential aim of processing the data is to discriminate
healthy people from those with PD, according to the “status”
attribute which is set to 1 for healthy people and 0 for people
with PD, which is a two-decision classification problem.

The block diagram of the proposed method is given in
Figure 3. As shown in the figure, the feature vector obtained
from the PD dataset is applied to WK-ELM optimized with
GA. The Parkinson dataset used in this study is taken from
the University of California at Irvine (UCI) machine learning
repository [6–12]. It was used for training and testing of the
proposed GA-WK-ELMmethod.
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Table 1: The attributes of biomedical voice measurements.

Number Attributes Explanation
1 MDVP:Fo (Hz) Average vocal fundamental frequency
2 MDVP:Fhi (Hz) Maximum vocal fundamental frequency
3 MDVP:Flo (Hz) Minimum vocal fundamental frequency
4 MDVP:Jitter (%)

Several measures of variation in fundamental frequency
5 MDVP:Jitter (abs)
6 MDVP:RAP
7 MDVP:PPQ
8 Jitter:DDP
9 MDVP:Shimmer

Several measures of variation in amplitude

10 MDVP:Shimmer (dB)
11 Shimmer:APQ3
12 Shimmer:APQ5
13 MDVP:APQ
14 Shimmer:DDA
15 RPDE Two nonlinear dynamical complexity measures
16 D2
17 NHR The measure of ratio of noise to tonal components in the voice status
18 HNR
19 DFA Signal fractal scaling exponent
20 spread1

Three nonlinear measures of fundamental frequency variation21 spread2
22 PPE

Population

Reproduction

Modification

Evaluation

Figure 3: Components of a GA.

The dataset has 22 relevant features as given in Table 1
and includes a total of 192 cases. Thus, it is a matrix with
dimensions of 192× 22. Training of theGA-ELM is carried out
with dataset of 128 and the remaining data is used for testing
of GA-WK-ELM. To optimize the parameters of WK-ELM,
GA is used.The fitness function of the GA is training error of
WK-ELM classifier.

This GA-WK-ELM method for diagnosis of PD includes
three layers. In the first layer of GA-WK-ELM, the Parkinson
data is obtained from the UCI machine learning database
mentioned in Section 5. In the second layer of GA-WK-ELM,
the numbers of hidden neurons of WK-ELM and parameters
of wavelet kernel function are optimized by the GA. In the
GA structure, an individual has a total of 20 bits. These bits
can be ordered as below:

(i) The First Four Bits of GA-WK-ELM. In this structure
of GA-WK-ELM, the 1st, 2nd, 3rd, and 4th bits of each
of these individuals symbolize the𝑤 parameter values
(between 1 and 16) of the wavelet kernel functions.

(ii) TheSecond Four Bits of GA-WK-ELM. In this structure
of GA-WK-ELM, the 5th, 6th, 7th, and 8th bits of each
of these individuals symbolize the 𝑥 parameter values
(between 1 and 16) of the wavelet kernel functions.

(iii) TheThird Four Bits of GA-WK-ELM. In this structure
of GA-WK-ELM, the 9th, 10th, 11th, and 12th bits of
each of these individuals symbolize the 𝑦 parameter
values (between 1 and 16) of the wavelet kernel
functions.

(iv) The Rest of the Bits of GA-WK-ELM. In this structure
of GA-WK-ELM, the rest of the 20 bits symbolize the
number of hidden neurons (between 5 and 260).

The 40 number of these individuals is randomly selected
for the initial population. So, this GA structure is purposed
to obtain the best possible performance from the WK-ELM
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Figure 4: The block diagram of GA-WK-ELM based optimal PD
diagnosis system.

classifier. The training and testing dataset for the proposed
GA-WK-ELMmethod is obtained from the UCI dataset.This
Parkinson disease dataset includes 192 pieces of data. The
randomly selected 100 of 192 pieces of PD data are used for
training ofWK-ELMclassifier.The rest of this PDdata is used
for testing of theWK-ELMclassifier. In here, the results of the
proposed GA-WK-ELM method are given for the optimum
parameters values of wavelet kernel function and number
of hidden neurons of WK-ELM. In here, a comparison is
performed with previous studies to show the validity of the
proposed GA-WK-ELMmethod. From results, the proposed
GA-WK-ELM method is a quite powerful tool for automatic
diagnosis of hepatitis and may work in real-time systems.

The block diagram of the proposed GA-WK-ELM
method is given in Figure 4. In these applications, a 3-
fold cross-validation schema was applied where the two-
fifths data were used for training the proposed GA-WK-
ELM method and the other remaining data were used as
the test dataset. This method was repeated for three times
for obtaining the average classification rates. Thus, the cor-
rect diagnosis performance of the suggested GA-WK-ELM
method is computed.

In here, themaximum training accuracy value of theWK-
ELM classifier was used as the fitness function of GA. This
maximum training accuracy was calculated from the result
of training of WK-ELM for each of the individuals by using
parameters represented by these individuals.The𝑤, 𝑥, and 𝑦

parameters values of wavelet kernel function and the number
of hidden neurons of theWK-ELMclassifier are optimized by
GA. The PD dataset has 22 relevant features. These features
were obtained from 192 patients. So, dimensions of the
features vector are 192 × 22. Here, 40 random individuals are
selected as the initial population. Each of these individuals
has 20 bits. In Tables 2 and 3, coding for parameters of wavelet
kernel function and the number of hidden neurons are given,
respectively.

An example for individuals of the population is shown
in Figure 5. The 1st, 2nd, 3rd, and 4th bits of this individual
symbolize the 𝑤 parameter values of the wavelet kernel
functions, which are between 1 and 16. The 5th, 6th, 7th, and
8th bits of this individual symbolize the 𝑥 parameter values
of the wavelet kernel functions, which are between 1 and 16.
The 9th, 10th, 11th, and 12th bits of this individual symbolize
the 𝑦 parameter values of the wavelet kernel functions, which
are between 1 and 16. The rest of the 20 bits of this individual
symbolize the number of hidden neurons, which are between
5 and 260.

The correct diagnosis performance of the suggested GA-
WK-ELM method for PD dataset is computed by three

Value of w parameter0
0

0
0

0

0
0

1

1
1
1

1
1

1
1

0
1
1
1
1

(4 bits)

Value of x parameter
(4 bits)

Value of y parameter
(4 bits)

Number of hidden neurons
(8 bits)

Figure 5: An example for individuals of the population.

Table 2: Coding for parameters of wavelet kernel function.

Values of 𝑤, 𝑥, and 𝑦 parameters Coding
1 0 0 0 0

2 0 0 0 1

3 0 0 1 0

4 0 0 1 1

5 0 1 0 0

6 0 1 0 1

7 0 1 1 0

8 0 1 1 1

9 1 0 0 0

10 1 0 0 1

11 1 0 1 0

12 1 0 1 1

13 1 1 0 0

14 1 1 0 1

15 1 1 1 0

16 1 1 1 1

Table 3: Coding for number of hidden neurons.

The number of hidden neurons Coding
5 0 0 0 0 0 0 0 0

6 0 0 0 0 0 0 0 1

7 0 0 0 0 0 0 1 0

8 0 0 0 0 0 0 1 1

.

.

.

.

.

.

260 1 1 1 1 1 1 1 1

evaluation methods as classification accuracy, sensitivity and
specificity analysis, and Receiver Operating Characteristic
(ROC) curves.
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Table 4: The correct Parkinson diseases diagnosis performance comparing of the GA-WK-ELMmethod with classic ELM classifiers, which
have different types of kernel function and the number of hidden neurons.

Used method Type of the kernel
function

Value of 𝑤
wavelet kernel
parameter

Value of 𝑥 wavelet
kernel parameter

Value of 𝑦 wavelet
kernel parameter

The number of
hidden neurons Accuracy (%)

GA-WK-ELM Wavelet 6 5 12 74 96.32
GA-WK-ELM Wavelet 15 3 10 86 96.81
GA-WK-ELM Wavelet 9 4 17 23 95.46
GA-WK-ELM Wavelet 5 4 12 42 95.28
Classic ELM Poly — — — 76 89.31
Classic ELM Hard limit — — — 142 83.22
Classic ELM Tangent sigmoid — — — 164 91.75
Classic ELM Tangent sigmoid — — — 242 91.64
Classic ELM Poly — — — 56 83.85
Classic ELM Radial basis — — — 108 87.62
Classic ELM Sigmoid — — — 265 92.28
Classic ELM Radial basis — — — 356 91.54
Classic ELM Radial basis — — — 462 93.45

The performance of the proposed method is evaluated
by the Sensitivity Analysis (SEA) and Specificity Analysis
(SPA) and classification accuracies, which are obtained from
statistical methods in given equations ((9)–(11)), respectively,
are presented in Table 6:

SEA

=

the number of correctly classified persons with PD
the number of total PD cases

,

(9)

SPA

=

the number of persons correctly classified as healthy
the number of total healthy persons

.

(10)

The overall classification correct ratio of the proposed
method (OC) is calculated as (7):

OC =

the number of correct classifications
the number of total cases

. (11)

In this experimental study, a genetic algorithm structure
was designed for deciding the 𝑤, 𝑥, 𝑦 parameters values of
wavelet kernel function and the number of hidden neurons
of the WK-ELM classifier. A total of 20 bits are used for
each of the individuals in the initial population. In this GA
structure, the 1st, 2nd, 3rd, and 4th bits of the individual give
the 𝑤 parameter value, the 5th, 6th, 7th, and 8th bits of this
individual give the 𝑥 parameter value, and the 9th, 10th, 11th,
and 12th bits of the individual give the 𝑦 parameter value,
respectively. The remainder of the 20 bits of the individual
give the number of hidden neurons, which are between 5 and
260.

6. Obtained Results

In these experimental studies, an expert diagnosis system
for PD based on the GA-WK-ELM method is introduced.

Then, the correct PD diagnosis performance of the suggested
GA-WK-ELM method is also evaluated by classification
accuracy, sensitivity and specificity analysis, and ROC curve,
respectively.

The suggested GA-WK-ELM method is used for finding
the optimum values of the wavelet kernel function 𝑤, 𝑥, and
𝑦 parameters and the number of ELM classifier hidden
neurons in these experimental studies.The comparing results
by using the GA-WK-ELM method and the classic ELM
classifier by using the same PD database can be given in
Table 4. In these classic ELM classifiers, each of sigmoid,
tangent sigmoid, triangular basis, radial basis, hard limit,
and polykernel functions is used as the kernel function,
respectively. The readers can find more detailed information
about these kernel functions in [21, 22]. As shown in this table,
the best correct diagnosis rate of the suggested GA-WK-ELM
method is found as 96.81% by using 15, 3, 10, and 86 values
for the 𝑤, 𝑥, 𝑦 wavelet kernel function parameters and the
number of hidden neurons, respectively.

As shown in Table 4, the highest correct PD diagnosis
rate is obtained as 96.81% by using the suggested GA-WK-
ELM method, because the optimum values of the WK-ELM
𝑤, 𝑥, 𝑦 parameters and the numbers of hidden neurons of
WK-ELM were obtained by using a genetic algorithm (GA)
in these experimental studies. In this study, after finding the
optimum parameters, we do not need to use GA and then the
WK-ELM can be directly used.

In Table 5, to show the validity of the suggested GA-
WK-ELM method, compared results with previous studies
using the same dataset [6–12] are also given. From this
table, the highest diagnosis rate is calculated as 94.72 by
[13] by using the neurofuzzy classifier with linguistic hedges
(ANFIS-LH). In here, training times have not been given
in these studies. Moreover, the feature vector is randomly
reduced to a lower dimension in [13]. The suggested GA-
WK-ELM method in this study shows a correct diagnosis
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Table 5: The comparison results of the proposed GA-WK-ELMmethod and previous studies.

Studies Method The number of features Training Testing
Time Accuracy (%) Accuracy (%)

Ref [13]
ANFIS-LH 4 — 95.38 94.72
MLPNN 4 — 93.88 89.69
RBFNN 4 — 91.84 87.63

Ref [14] PNN 22 — 81.74 81.28
In this study GA-WK-ELM 22 0.21 𝜇s 99.42 96.81

Table 6:The obtained PDdiagnosis accuracy by statisticalmethods.

Method Correct diagnosis rate
Sensitivity Analysis 95.45
Specificity Analysis 98.17
Average 96.81

performance even though the feature vector is directly used
without reduction. However, the training time of WK-ELM
is extremely short.

The obtained PD diagnosis accuracies by statistical eval-
uation criteria are given in Table 6.

In this study, ROC curves and AUC values are calculated
by using TP, TN, FP, and FN, which are true positives, true
negatives, false positives, and false negatives, respectively
[27]. The used ROC curve in this study is a graphical plot.
It shows the performance of a binary classifier system as its
discrimination threshold is varied.The ROC curve is formed
by plotting the true-positive rate against the false-positive rate
at various threshold settings. In here, the true-positive rate is
also known as sensitivity in biomedical informatics or recall
in machine learning. The false-positive rate is also known as
the fallout. It can be calculated as 1 − specificity. So, the ROC
curve is the sensitivity as a function of the fallout.

ROC analysis supplies tools to choose the optimal mod-
els. Moreover, it eliminates the suboptimal ones indepen-
dently from the class distribution or the cost context. ROC
analysis is related in a direct and natural way to cost/benefit
analysis of diagnostic decision-making. In here, the ROC
curve of GA-WK-ELM is given by using the obtained best TP,
TN, FP, and FN values in Figure 6. The obtained AUC value
of ROC curves by using the GA-WK-ELM classifier can be
given as 0,9576.

7. Discussion and Conclusion

This paper suggests an expert PD diagnosis system based
on GA-WK-ELM. The proposed GA-WK-ELM PD diagno-
sis system has advantages such as finding of the optimal
𝑤, 𝑥, and 𝑦 parameters combination of wavelet kernel, direct
using of feature vector, fast training and testing time, and
generalization capability over conventional neural networks
with backpropagation. The suggested GA-WK-ELM method
is formed from two stages as WK-ELM classification and
optimization of WK-ELM classifier’s parameters. The fea-
ture vector from Parkinson dataset is used as input to the
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Figure 6: The ROC curve of the suggested GA-WK-ELM method
for expert PD diagnosis.

WK-ELM classifiers. In wavelet kernel-Extreme Learning
Machine (WK-ELM) structure, there are three adjustable
𝑤, 𝑥, and 𝑦 parameters of wavelet kernel. These 𝑤, 𝑥, and
𝑦 parameters and the numbers of hidden neurons play a
major role in the performance of WK-ELM. Because of
this, values of these 𝑤, 𝑥, and 𝑦 parameters and numbers of
hidden neurons should be carefully set based on the solved
diagnosis of the PD problem. In this paper, the optimum
values of these wavelet kernel parameters and the numbers
of hidden neurons ofWK-ELMwere calculated by using GA.
The output of WK-ELM makes decisions about diagnosis
of PD. The optimum values of the wavelet kernel 𝑤, 𝑥, and
𝑦 parameters and numbers of hidden neurons of the WK-
ELM classifier are calculated by a GA to obtain the best
possible PD diagnosis performance. The feasibility of the
suggested GA-WK-ELMmethod has been tested by using PD
dataset. This dataset has 192 test cases. The suggested GA-
WK-ELM method has effective PD diagnosis performance
when compared with previous studies depending on direct
using of the same feature vector and training time as shown
in Tables 4–6 and Figure 6.
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