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Abstract

A framework for designing a multiagent system (MAS) in which agents are capable of coordi-
nating their activities in routine, familiar, and unfamiliar situations is proposed. This framework
is based on the skills, rules and knowledge (S-R-K) taxonomy of Rasmussen. Thus, the proposed
framework should allow agents to prefer the lower skill-based and rule-based levels rather than
the higher knowledge-based level because it is generally easier to obtain and maintain coor-
dination between agents in routine and familiar situations than in unfamiliar situations. The
framework should also support each of the three levels because complex tasks combined with
complex interactions require all levels. To permit agents to rely on low levels, a suggestions is
developed: agents are provided with social laws so as to guarantee coordination between agents
and minimize the need for calling a central coordinator or for engaging in negotiation which
requires intense communication. Finally, implementation and experiments demonstrated, on
some scenarios of urban tra�c, the applicability of major concepts developed in this article.

Keywords: Agent architecture, coordination between agents, multi-agent systems.

1 Introduction

With the steady progress of research in information technology over the past decade, it is now
clear that we are nearing the boundaries of current engineering approaches and that many classes
of complex problems cannot be solved in isolation. Research advances in distributed arti�cial
intelligence (DAI), however, have opened up many new avenues for solving such problems [16, 35].
Generally, the DAI �eld aims to construct intelligent systems which interact one with another [7].
One of the major distinctions in this �eld is between research in distributed problem solving (DPS)
[10, 11], and multiagent systems (MAS) [18, 28, 32].

The goal of DPS is to create a net of coarse-grained cooperating agents that act together to
solve a single task, such as monitoring a network of sensors [11]. In DPS generally, the problem
is divided into tasks, and intelligent solvers are designed to solve these tasks. All strategies of
cooperation or coordination are incorporated as an integral part in the design of the system.
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In a multiagent environment, the agents are autonomous, potentially preexisting and typically
heterogeneous. Research here is concerned with coordinating intelligent behaviors among a collec-
tion of autonomous agents, that is, how these agents can coordinate their knowledge, goals, skills,
and plans jointly to take action and to solve problems [5, 7]. In this type of environment, the agents
may be working toward a single global goal, or toward separate individual goals that interact. Like
solvers in DPS, agents in MAS must share knowledge about tasks and partial works. Conversely
to the DPS approach however, they must also reason about the process of coordination among the
agents. Coordination is central to multiagent systems, without it any bene�ts of interaction vanish
and the group of agents quickly degenerates into a collection of individuals with a chaotic behav-
ior. To produce coordinating behaviors in MAS, most research has concentrated on developing
groups in which both control and data are distributed. Distributed control means that agents are
autonomous (to some degree) in their actions. Evidently, this autonomy can lead to uncoordinated
activities because of the uncertainty of each agent's actions. In this context, a number of coordi-
nation techniques have been deployed. However, no technique investigated the relation between
uncertainty and the situation addressed by agents. Indeed, the uncertainty decreases when the
degree of familiarity of the addressed situation increases.

Our work presented in this paper is a step toward remedying this problem by providing a
framework for designing multiagent systems in which agents are capable of coordinating their
activities in routine, familiar and unfamiliar situations. We begin in Section 2 by motivating our
framework. We then outline basic elements of our framework relative to three levels of cognitive
control in Section 3. Section 4 details our mode of knowledge representation, and Section 5 explains
how the proposed model can be used in multiagent systems. Section 6 provides some details on our
implementation and presents results of our experiments. Finally, Section 7 concludes with some
open problems.

2 Coordination between Agents: Guiding Principles

Our work has been motivated by our e�orts to coordinate intelligent agents in domains like air
tra�c control [8] or urban tra�c. The framework presented in this paper re
ects an e�ort that has
extended over several years. In this section we summarize the guiding principles which have led us
to develop this framework.

2.1 Coordination is easier in Routine than in Unfamiliar Situations

In MAS, agents must �nd an appropriate technique for working together in harmony [20]. In fact,
if all agents had complete knowledge of the goals, actions and interactions of their members, it
would be possible to know exactly what each agent is doing at the present moment and what
it is intending to do in the future. In this context, it would be possible to avoid con
icting and
redundant e�orts, agents could be perfectly coordinated and the e�ort of achieving this state would
not be prohibitively high.

However, such complete knowledge about actual actions and reactions is only feasible in routine
situations. In real-world domains, there are also familiar and unfamiliar situations. In familiar
situations, agents can generally coordinate their behaviors since individual acts are carried out
under expectations of future actions of other agents' actions and beliefs. In unfamiliar situations
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however, the coordination between agents is di�cult to obtain and maintain because agents need to
be constantly informed of all developments in order to elaborate their decisions. In fact, a complete
analysis to determine the detailed activities of each agent is impractical in unfamiliar situations,
and agents should have the capability to reason about others.

In multiagent systems, we are therefore interested in three kinds of interactions between agents:
interaction in routine situations, interaction in familiar situations and interactions in unfamiliar
situations. For these categories of interactions, the coordination between agents increases from
unfamiliar to routine situations, whereas communication increases from routine to unfamiliar situ-
ations (Figure 1a).
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Figure 1: a) Coordination in di�erent situations in a multiagent environment; b) an hierarchical
model of human behavior and reasoning techniques.

A goal of our research is developing an architecture of agents with the conceptual models
to investigate the three kinds of interactions. Generally, conceptual models have a hierarchical
structure de�ned by the skill-rule-knowledge (S-R-K) levels (Figure 2b) of Rasmussen [24]. In
the S-R-K perspective, the skill-based level denotes almost routines performances. At this level,
agent performance is governed by stored patterns of prede�ned procedures, that map directly from
observation (i.e. perception) to an action. The rule-based level represents more conscious behavior
when handling familiar situations. The rule-based behavior is conventionally described by a set
of heuristics, that is by a set of stocked rules. The knowledge-based level accounts for unfamiliar
situations for which know-how or rules are not available. Indeed, for these situations the control of
performance must move to a higher conceptual level, in which behavior is controlled by goal and
utility and more generally by the reasoning about others.
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2.2 Leading Agents to Prefer their Lower Cognitive Levels by the Integration

of Social Laws

As previously noted, the coordination between agents generally decreases from routines to unfamil-
iar situations. More precisely, when agents have routine and familiar behaviors, these behaviors are
generally known by all agents. In this context, any agent has facilities to coordinate its activities
with other agents, and communication is requested only when necessary. In order to strengthen the
levels relative to routines and familiar situations, we enrich each agent with social regularities (for
instance: coordinative rules, cooperative rules, etc.) and social collectivities (e.g. roles, groups,
organizations, etc.) in the form of social laws. By doing this, we assume that the agents adopt
these social laws and each agent obeys these laws and will be able to assume that all others will as
well.

3 An Agent Model based on Hierarchical Model of Human Be-

havior

3.1 Overview

It is becoming widely accepted that neither purely reactive nor purely planning systems are capable
of producing the range of behaviors required by intelligent agents in a dynamic, unpredictable
multiagent environment. Indeed, in these environments, agents require skills to respond quickly to
familiar situations or routines, while simultaneously being able to carry out unfamiliar situations
such as con
icts. Furthermore, in multiagent environments, an unfamiliar situation for an agent
can be a familiar situation for another, and the former can request the latter to carry it out.
Therefore, agents in complex, real-world domains need to combine the bene�ts of reactive and
planning systems to control their behaviors. Recently, some approaches try to integrate these two
levels [9, 13, 14, 23]. However, these approaches still seem incomplete since they do not incorporate
the decision-making process that is important in multiagent environments [29]. Therefore, our
agent model combines advantages of reactive, planning, and decision-making systems. Precisely,
the proposed model in this work has been in
uenced by the skills, rules, and knowledge (S-R-K)
levels of Rasmussen [24].

The skills, rules and knowledge-based processing proposed by Rasmussen re
ects di�erences in
consistency of response and conscious control of human behavior. Skill-based behavior refers to fully
automated activities such as tracking or guiding, rule-based behavior to stereotyped actions such as
test point checking in troubleshooting electronic circuit, and knowledge-based behavior to conscious
activities involving problem solving or decision-making. We believe that this di�erentiation between
the three cognitive levels is also applicable for multiagent environments where it is important to
analyze the behavior of many agents with reference to their cognitive levels. Furthermore, we
should concentrate on developing groups of agents in which both control and data are distributed.
Distributed control means that agents are autonomous to some degree in their actions. This
autonomy can however lead to uncoordinated activities because of the uncertainty of each agent's
actions. To reduce this uncertainty, agents should have the propensity for skill-based and rule-based
behaviors rather than knowledge-based behavior.

These considerations have led us to adopt Rasmussen's conceptual model as a framework to
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develop an agent architecture that evolves in a world inhabited by other agents. This model is driven
by the goal of combining the complementary advantages of reactive, planning and decision-making
systems in order to take into account di�erent situations which arise in multiagent environments:
routines, familiar and unfamiliar situations. First, it needs to be reactive to be able to quickly
respond to changes in its environment. Secondly, it should be capable to plan its activities for a
recognized task or goal. Finally, the model must also allow reasoning about others since agents
should be capable of making decisions that take into account their own intentions and also others'
intentions.

The proposed model (Figure 2) has been developed from the analysis of human behavior and
includes the following phases. First, perceived information from the environment leads the agent
to execute an action if the corresponding situation is perceived in terms of re
ex action. If this is
not the case, the agent tries to recognize the situation. It can recognize the considered situation
in terms of an action or in terms of a goal (or a task). In the �rst case, it tries to execute the
corresponding action, and in the second case it invokes the planning module. Finally, if the agent
faces an ambiguity and cannot come to a decision, or faces many alternatives, then it invokes the
decision-making module to make a decision in order to commit to achieve a goal or an action. A
goal leads an agent to plan, that is to produce a sequence of actions that achieve the chosen goal.
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Figure 2: An agent model based on S-R-K framework|1 corresponds to an unfamiliar situation that needs

decision-making; 2 is a situation recognized in terms of a goal; 3 is a situation recognized in terms of an action; 4 is

a situation perceived in terms of re
ex action.
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Table 1. The relationship between the proposed model and the three Levels of control of human
behavior.

Knowledge perception - recognition - decision - planning - execution

perception - recognition - decision - execution

perception - recognition - planninga - execution

Rules perception - recognition - planningb - execution

perception - recognition - execution

Skills perception - execution

athe planning process adapts old cases to the new situation, and the adaptation is signi�cant.
bthe planning process adapts old cases to the new situation, and the adaptation is generally minor

3.2 Towards an Hierarchical Model which Facilitates the Coordination between

Agents

The model shown in Fig. 2 is actually made up of �ve knowledge processing activities and a global
knowledge base including a database and a management system. In this subsection, we describe
each processing activity and the global knowledge base.

3.2.1 Perception and Execution Modules

The perception and execution modules are aimed at providing the agent model with the necessary
input-output capabilities. Input capabilities include: 1) sensing any entities which are initially
unknown in the surrounding environment (for instance, other agents, obstacles, etc.) and, 2)
receiving messages from other agents. Output capabilities include: 1) acting, that is e�ecting some
actions (for instance, changing orientation, turning left, etc.) and, 2) sending messages to other
agents in a a multiagent environment. In fact, the general function of the perception module is to
extract information about entities, events, states and relationships in the external world, so as keep
the world model accurate and up to date [2]. This module has also a speci�c function that consists
of perceiving and reacting if the information is perceived in terms of action. To accomplish this,
the perception module is organized into three layers: a sensing layer, an anticipation layer and a
command layer.

Sensing layer: this layer is responsible for the perception of the current situation. In the
real world, this layer monitors peripheral sensors, translates and �lters data according to some pre-
including software, and sends the results to the anticipation layer and to the database for updating.
Notice that the term \situation" is used in a general way. A situation can be a snapshot of the
outside world, as in [13], or a formal description of the world, as in [1], for instance. The idea is
that a situation describes a subset of the world at a certain time.

Anticipation layer: we feel that being reactive implies an element of anticipation. To react
appropriately to sudden, unexpected situations, you must quickly anticipate the course of events
and act in a way that will change the anticipated issue. For instance, if you are driving a car and
suddenly, a dog crosses the street in front of you, you're going to put the breaks on or try to avoid
the dog, if your anticipated trajectory meets the dog's estimated trajectory. It is not only the view of
the dog that suggests a radical action to you: seeing a dog cross the street in your rear-view mirror
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won't have the same e�ect. What causes your reaction is an anticipated collision between your
car and the dog. The task of the anticipation layer will then be to anticipate the upcoming events
(by processing the predicted inputs) and inform the command layer. Of course, the anticipation
at this level can't be an exhaustive prediction of all possible outcomes. The anticipation has to
be focused on some speci�c features. Furthermore, the computations involved in the anticipation
process must not be too complex, so as to avoid abusive use of CPU time. After all, only a rough
anticipation is required at this level. For example, the anticipation layer for an automated vehicle
could involve the estimation of the trajectory of moving objects and the estimation of the vehicle's
own trajectory to avoid collisions.

Command layer: sensing and anticipating lead to a shallow description of the actual situation:
at this point, the agent perceives some entities around it and expects some potential consequences
of its actions. If this description needs a re
ex action, the command layer determines this action
and sends it to the execution module. To determine a re
ex action, the command layer compares
the situation's description with stored procedures re
ecting skill behavior. In this way, the direct
link between the command layer and the execution module is a direct stimulus-response link with no
representations, no conscious planning or decision-making at all, and which is completely automatic
and completely situated speci�c.

Notice that there are several arrows going into the execution module (see Fig. 2) and conse-
quently, this can lead to con
icts. To resolve this kind of con
ict, our execution module associates
a priority to each demand of execution according to a prede�ned interrupt vector, and executes
this demand according to its priority.

3.2.2 The Situation Recognition Module

Generally, a situation pattern is a an element of the agent's model of the world. At each time
interval, and if the current situation does not correspond to a re
ex action, the situation recognition
module is informed by the command layer of the perception module that a current situation needs
recognition. Then, the situation recognition module tries to match the incoming frame, �lled with
information from sensory data, with prede�ned patterns of situations included in the world model.
Precisely, the recognition module compares properties and attributes of prede�ned situations to
corresponding properties and attributes of the considered frame. This comparison continues until
a match is found. Reason [25] calls this process \similarity matching". If several patterns are
candidate for a perceived situation, than the most frequent pattern is selected �rst [25]. In fact,
this process is similar to \con
ict resolution" in production systems.

Each situation pattern in the real world has an objective towards this situation is directed. This
objective can be an action to be executed or a goal to be achieved. If the objective is ambiguous,
the situation is considered as unfamiliar. Thus, a situation can be recognized in terms of action,
in terms of goal, or �nally as an unfamiliar situation. Then, the recognition module passes the
control to the execution module if it is an action, to the planning module if it is a goal, or to the
decision making module if the situation is unfamiliar.
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3.2.3 Planning Process

In our framework, the planning process uses the case-based planning which is based on the idea of
planning by remembering [19]. In fact, we view the process as a processus of remembering one or a
small set of concrete instances or cases from familiar situations, and adapt it for the new situation.
This new situation might be a familiar situation if the adaptation is minor (in this case the agent has
just recall the plans that have worked before and make use of it directly), or an unfamiliar situation
if the adaptation is signi�cant (here, the agent recalls past operations from similar situations and
modi�es his behavior to suit the new situation). Memory-based planning or planning from cases
means remembering failures so that they can be avoided, remembering successes so that they can
be reused, and remembering repairs so that they can be re-applied. To achieve this, past planning
experiences are organized in memory by two sorts of indexes: goals to be satis�ed and failures to
avoid. By organizing plans around goals as well as planning failures, an agent can avoid problems it
has encountered before. In multiagent environments, these failures can be produced by the planner
or by any another agent.

In our model, the case-based planning process consists of the following steps: 1) retrieve appro-
priate plans (or cases) from memory; 2) select the most appropriate plan(s) from those retrieved;
3) adapt the most appropriate plan to the new situation; 4) evaluate the adapted plan; 5) based on
evaluation, modify and/or repair the adapted plan if it is not acceptable, else store the new plan
in memory.

3.2.4 The Decision-Making Module

Sometimes, an agent will not be able to identify the information from the environment which act
as cues for its decisions. In this situation, the agent cannot continually weigh his competing goals
and concomitant beliefs, in deciding what to do next. At some point the agent must just settle on
a state of a�airs for which to aim. Deciding what to do establishes a limited form of commitment.

In our work, purposes of the decision-making module are: 1) to choose between alternative goals
(because agents evolve in a multiagent environment); 2) to choose between alternative actions; 3)
to choose between alternative plans. Notice that the decision-making process considered here is
a distributed process where several agents coexist with their goals, actions, plans and utilities
and where each agent is responsible for some portion of the decision-making e�ort. The approach
adopted here uses a cognitive map (or causal graph) [3, 17, 36], that is a speci�c way of representing
an agent's causal assertions about some limited domain. Speci�cally, a cognitive map is designed
to capture the structure of the agent's causal assertions and to generate the consequences that
follow from this structure. This map has only two basic types of elements: concepts and causal
beliefs. The concepts are treated as variables, and causal beliefs are treated as relationships between
variables. In multiagent systems, the goals, the plans and the utilities can be considered as concepts.
These concepts might be the concepts of the decision maker or the concepts of another agent about
which the decision maker is reasoning. Notice that the concepts of goals and utilities might be the
concepts of a group or an organization about which the decision maker has to reason in order to
decide.

The second type of basic element in a cognitive map is a causal assertion. Causal assertions are
regarded as relating variables to each other, as in the assertion that \the amount of fuel of agent3
promotes its ability to cooperate for task4". Here the causal variable is \the amount of fuel of
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agent3" and the e�ect variable is \the ability of agent3 to cooperate for task4". The relationship
between these two variables is indicated by the word \promotes". A relationship can be \positive"
(+), \negative" (�), \neutral" (0), \neutral or negative" (i.e., nonpositive) (	), \neutral or posi-
tive" (i.e., nonnegative) (�), \nonneutral"(�), \positive, neutral or negative" (i.e., universal) (u).

A. Calculating the indirect e�ect and the total e�ects

Once the reasoning process about relations is terminated, and the relationships between all of the
variables are determined, the cognitive map can be drawn. Relationships that are in sequence form
paths, and paths transmit indirect e�ects. For example, suppose there is a positive arrow from
concept i to concept j and another positive arrow from j to k, then there is a path from i to k

through j, and this path carries an indirect positive e�ect. The positive value of the arrow from i

to j is combined with the positive value of the arrow from j to k to yield the positive value of the
path from i to k through j. The operation of combining direct e�ects of relationships that are in
sequence into indirect e�ects of a path is called multiplication. Precisely, the rules of multiplication
are [3]:

1. + times anything is that thing;

2. 0 times anything is 0;

3. � times � is +;

4. multiplication is symmetric. For instance, + times � = � times +.

When two or more paths start with the same point (i.e., concept) and end with the same point,
their e�ects can be added into a total e�ect of the �rst point on the second. The operation is called
addition. Similarly, the rules governing this operation are [3]:

1. 0 plus anything is that thing;

2. + or � plus itself is itself;

3. + plus � is �

4. addition is symmetric. For instance, + plus � = � plus +.

B. Solving the distributed decision-making problem

Generally, the cognitive map that represents the subset of a decision maker's belief system relevant
to reasoning in a multiagent environment is converted to the form of a valency matrix V . This
matrix is a square matrix of size n, where n is the number of concepts in the corresponding cognitive
map. Each element vij characterizes the relationships between elements i and j. The valency matrix
has a number of useful properties [15]. With the valency matrix, we can calculate indirect paths
of length 2, 3, 4, etc. Matrices relative to these indirect paths are:

V 2
ij =
X

k

vikvkj
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V 3
ij =
X

k

v2ikvkj

etc:

For V 2, each of the terms of the form VikVkj expresses the indirect e�ect of a path from i

to some k and from that k to j. Summing the e�ects of all such paths (through each possible
concept variable k) gives the indirect e�ect of all paths of length 2 from i to j. Likewise, raising
the valency matrix to the third power gives the indirect e�ect of all paths of length three from i

to j. Raising the valency e�ects matrix to the qth power gives the indirect e�ect of all paths of
length q from i to j. In an acyclic cognitive map of n concept variables, there is no path longer
than n� 1 . Therefore, the total e�ect matrix T , which has as its ijth entry, the total e�ect of i on
j for an acyclic cognitive map can be calculated, from the direct e�ects matrix with the operations
multiplication and addition de�ned above, as follows:

T =
n�1X

i=1

V i

Now it is important to say how to solve the decision-making problem. Generally, given a
cognitive map with one or more decision variables and a utility variable, which decision should
be chosen and which should be rejected? To achieve this, the concerned agent should calculate
the total e�ect of each decision on the utility variable. Those decisions that have a positive total
e�ect on utility should be chosen, and decisions that have a negative total e�ect should be rejected.
Decisions with a nonnegative total e�ect should not be rejected, decisions with a nonpositive total
e�ect should not be accepted. Decisions with a zero total e�ect on utility do not matter. No advice
can be given about decisions with a universal total e�ect or a non-zero total e�ect. Finally, we use
heuristics about how to decide, and preferences between concepts to determine the �nal solution.

This total e�ect matrix can be used for generating advice based on the total e�ect of each goal,
action or strategy on the utility variable. More generally, the elements of T may be used to guide
a dynamic decision process until one goal is reached. Based on the calculation of T , we have the
possibility of solving:

1. problems of a given cognitive map like this one: \could concepti be strengthened if conceptj
is strengthened?", \could concepti be weakened if conceptj is strengthened?", etc.;

2. the problem of changes which can be formulated by: if certain relations change, what will
happen to the considered cognitive map?

3. the explanation problem which consists of �nding consistent explanations with the observed
changes.

3.2.5 Database and Management System

The database and the management system allow an agent to make an estimation of the state
of the world and to update its knowledge. The database can contain information about time,
space, entities (including other agents), events and states of the external world. It also includes
information about the agent itself, such as capabilities, motives, goals, strategies, preferences,
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speci�c knowledge about the application domain, structural and functional knowledge, physical
laws, etc. Other knowledge may also be learned and modi�ed during the process, particularly for
the needs of case-based reasoning. In this category are included the successful plans, the plan repair
strategies, the plan modi�cation rules, the similarity metrics, etc.

The management system is an active module that stores and retrieves informations. It also
contains a prediction capability that generates pertinent information for other modules, and par-
ticularly for the perception module. Finally, it also assures coherence and coordination between
the activities of the layers.

4 Knowledge Representation

In our context, the mode of knowledge representation that we need should have the following
characteristics. It should represent an appropriate way to formalize decision situation descriptions
such as routine, familiar and unfamiliar situations. It should also make abstraction easy in order
to take into account high level information such as what, how, when, who, etc., because such
information allows agents to improve their coordination [12]. Finally, the knowledge representation
adopted should make case-base planning possible in order to re
ect adaptation from old cases to new
cases, particularly from familiar situations to unfamiliar situations. In other words, the knowledge
representation should re
ect a dynamic memory structure that can change its organization with
new experiences.

The theory of dynamic memory structures was �rst proposed by Schank and his team [30]
to deal with problems in natural language understanding. Scenes, MOPs (memory organization
packets), and TOPs (thematic organization points) are three kinds of high level structures that are
used by a system with dynamic memory capabilities to represent and process information. Schank
and his coworkers de�ned a scene as:

\... A memory structure that groups together actions with a shared goal, that occurred
at the same time. It provides a sequence of general actions. Speci�c memories are
stored in scenes, indexed with respect to how they di�er from the general action in the
scene."

The concept of MOP has been introduced as a way to structure and index scenes. Schank gives
the following de�nition for a MOP:

\A MOP consists of a set of scenes directed towards the achievement of a goal. A MOP
always has one major scene whose goal is the essence or purpose of the events organized
by the MOPs."

A MOP is used to represent knowledge about classes of complex events. For instance, \going to
movie theater" would be represented with a MOP. A MOP contains a set of norms which represent
the basic features of the MOP, e.g., what goals are achieved, what events occur, it who is involved,
etc. Thus, the norms relative to \going to movie theater" would include: there is an human
agent who intends to go to see a movie in some place. MOPs that are more speci�c versions are
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specializations of some other MOPs that are abstractions . Thus, \going to movie theater" and
\going to theatre" are two MOPs that are specializations of the \ going to entertainment" that
is an abstraction of \going to movie theater" and \going to theatre". Notice that any MOP that
refers to an occurrence of a particular event is an instance. Finally, MOPs are joined together by
links that a reasoner follows to get from one MOP to another. In this way, a reasoner can determine
what information is available and when.

The second kind of high level structure that is used for dynamic memory are the TOPs. These
structures are independent of a particular domain, and are used to characterize abstractly the
interactions between di�erent contexts. More precisely, TOPs represent knowledge about how
goals can interact. Thus, they can re
ect \side e�ect", \prevention", etc, that exist between goals.

It is clear that the concept \scenes" is very close to our notion of \situation" and consequently
we use it to modelize this notion. The concept of MOP has been introduced as a way to structure
and index scenes. Therefore, we use MOPs to adequately index our situations. Precisely, we adopt
a model of knowledge representation which is similar to the model of Riesbeck and Schank [27].
In this model, there are basically two kind of MOPs: instances and abstractions. We use names
starting with M. for abstractions and names starting with I. for instances. Instances sit at the
bottom of the abstraction hierarchy. They have abstractions but no specializations. Instances
represent cases, individual events, or objects. Abstractions are generalized versions of instances or
other abstractions. One MOP is an \immediate abstraction" of another if there is a direct link
from the more speci�c MOP to the more abstract MOP. Normally we will be interested in all the
abstractions of a MOP. These include the MOP itself, its immediate abstractions, the immediate
abstractions of the immediate abstraction, etc.

The central process in MOP-based memory is the one that searches memory. The basic idea
starts with a MOP and a set of slots describing an instance of that MOP. Each slot has a packaging
link, called a role, and the MOP, called the �ller that the link points to. The goal consists of
searching for the most speci�c specializations of the MOP that have slots compatible with the
input slots.

Finally, we use TOPs for causal relations (+, �, 0, etc.) between agents' goals, plans and
utilities.

5 The Proposed Model in a Multiagent Environment

We will now study interaction between agents more speci�cally. We start with the contribution of
social laws to coordination between agents.

5.1 Integrating Social Laws into the Proposed Architecture: A Contribution

to the Coordination Between Agents

As previously mentioned in section 2, it is clear that we need to enrich the low levels of our model.
By doing this, agents might have behaviors (routine and familiar behaviors) that are known by
each of them. Thus, any agent has facilities to coordinate its activities with other agents, and
negotiation (and more generally communication) is requested only when necessary. In order to
enrich the low levels, we insert, in each database, social regularities and social collectivities in the
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form of social laws. By doing this, we assume that the agents adopt these social laws and that each
agent obeys these laws and will be able to assume that all others will as well [31].

Now, we detail our social laws with examples concerning the urban tra�c application to get
a feeling for how we really implement these laws. The discussion that follows was adapted and
expanded from appendix of [4].

Social regularities embody norms and rules. Social norms are expectations shared by group
members which specify behaviors that are appropriate for a given situation. Note that expectations
are both anticipatory and normative in nature, and thus norms considered here are also. Rules are
used to designate coordinative rules, cooperative rules, collective rules and regulations. Coordinative
rules are social rules like driving on the right, speaking in turn, etc., whose point is to coordinate
the activities of a number of agents who are trying to do more or less the same thing with a
minimum of interference from others. Each agent who follows such a rule is doing his part in a
joint e�ort to coordinate the activities for everybody involved. Cooperative rules re
ect behavior
rules whose performance of an action by one agent makes sense only if many others do the same
thing: recycling cans and papers, consuming energy, etc. These cumulative actions yield collective
goods or prevent collective evils. Collective goods are goods that everyone enjoys if everybody
collaborates, such as a clean environment, etc. Collective evils hurt everyone as is the case with air
pollution for example. Collective rules organize collective actions out of individual e�orts. Rules
that divide labor in an organization, a tribe or a company are collective in this sense. Finally,
regulations are standards that are enacted, promulgated, or otherwise imposed on a group by some
mutually recognized authority. This is the case for standards imposed by a policeman on drivers
at a crossroads.

On the other hand, social collectivities can be distinguished by the degree of structure: roles,
groups and organizations. The term role is highly ambiguous and can refer to a role category, to the
expectations associated with that category (role expectation), or to the expected behavior itself.
We restrict the term role to the expected behavior and we use the term position to designate a place
in a group or a social relation. Thus for example, the role of a policeman at a crossroads indicates
an expected behavior that all drivers know. Groups on the other hand refer to a collection of agents
mutually regarding themselves as a unit (we) to which they belong, united by having something
in common, including a mutual interest that is presumably furthered in their group activities. For
example, in urban tra�c, cars constituting a convoy is a group of cars. Finally, a formal organi-
zation is much more structured than a group. Its members are clearly di�erentiated by position
to which speci�c duties and responsibilities are attached. Furthermore, collective rules prescribe
interconnecting roles that organize the activity of agents in the same and di�erent positions. Unlike
in a group, in an organization the members need not have anything in common (other than being
members) or any common interest, and they need not share any \we" feeling. For example, in
urban tra�c, we might considered the organization of policemen or the organization of motorists.

Note �nally that according to what we observe in human societies, the social laws are generally
learned and not integrated. In this paper however, we adopt the \integration" of these laws in our
architecture in order to design a \social agent" and show how these laws in
uence the coordination
between agents. The learning of social laws is very di�cult to achieve and we leave it as theme of
our perspectives.
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5.2 Using the Proposed Model in Multiagent Environments

In a multiagent environment, interactions between agents can lead to: 1) a structure re
ecting
interaction between decision-maker(s) and actor(s), 2) a structure where the coordination is done
by a knowledgeable agent and 3) a structure without any hierarchy. In this section, we show how
these structures are constructed with our model.

5.2.1 Interaction between Decision-Maker(s) and Actor(s)

In some multiagent environments, an agent higher up the hierarchy may have a vast array of sensors,
much more complex processing (it \knows" more situations than other agents and it has the ability
to recognize these situations), and a whole regiment of agents to e�ect the actions upon which he
decides. Our model of Fig. 2 can be used recursively in this type of structure, as shown in Fig. 3,
to re
ect interaction between decision-maker(s) and actor(s).

As shown in Fig. 3, an agenti perceives a vast array E and elaborates some desired state that
it communicates to another agentj (under its responsibility). The desired state can be elaborated
at any level (skills, rules or knowledge) of agenti depending on its experience and on the considered
situation. In turn, agentj evaluates the desired state at its knowledge-based level. This evaluation
can lead it to negotiate, to refuse or to act according to the hierarchical links between it and agenti.
In the case where it decides to act, the agentj acts on an environment under control of agenti. By
this way, it communicates to agenti what it is doing by signals through the perception module.
Notice that in the case where agentj must execute what agenti says without any reclamation, it
must only act at the skill level (whereas the agenti has the possibility to reason at the three levels:
skill, rule and knowledge).

Action
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Action

Plan

Decision

Recognition

Perception

Agent
i

Agent
j

1
E

Plan

Perception

Recognition

Decision

Figure 3: Interaction between a decision-maker and an actor.
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5.2.2 Coordination by a Knowledgeable Agent

In multiagent systems, one might have a knowledgeable agent which have several subordinates,
whose environments may overlap as for instance a policeman and drivers using the same space to
drive in urban tra�c. Fig. 4 depicts such a situation, and makes it evident that an important con-
sideration for the knowledgeable agent (agentk) is to avoid setting goals for his subordinates which
may lead them to a con
ict. More precisely, agentk has the responsibility to assure the coordination
between agenti and agentj . To achieve this coordination, it must specify to the subordinates ab-
stract behaviors like what, when, who and where in order to prevent negative relations [33]. These
abstract behaviors are generally conceived at knowledge-based level. Notice that if what speci�es
actions to do, agenti and agentj act to skill level and coordinate the execution of actions by the
mutual knowledge about when, who and where. If on the other hand, what re
ects goals to achieve,
the two agents plan these goals taking into account the other abstract information. Finally, it is
useful to note that reports on evolving actions done by agenti and agentj are communicated to
agentk through the perception (i.e. by signals [6]).
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Figure 4: Coordination by a knowledgeable agent.
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5.2.3 A Non-Hierarchical Structure

In a non-hierarchical structure (Fig. 5), there are four cases to consider: a) each agent has his
environment for perception and action, and the environments are disconnected, b) There is one
environment for perception in which there are disconnected environments for actions, c) there is one
environment for perception in which there are connected environments for actions, d) each agent
has his environment for perception which is also his environment for actions, and the environments
are connected.

In case a), if actions and plans are not done for a global task or for a global goal, and if there
are no resources to share between agents, then agents do not need to coordinate their actions and
their plans. In this context, each agent has to act or to achieve his goal without any interaction
with others. If on the other hand, agents seek to achieve a global task (or goal) or if they share
resources, then agents have to coordinate their behaviors. In this case, the coordination is very
di�cult to obtain and to maintain since agents do not share any portion of environment.

In case b), agenti perceives what action agentj is doing and vice versa. Therefore agents
i and j communicate through the perception-action modules. This communication by signals
facilitates coordination between agents. Interaction through perception-action modules also allows
agents to make mutual adjustment, where each actor makes on going adjustments to manage the
interdependencies [21]. If agents need more coordination, they can communicate more explicitly
with signs and/or symbols by using a speci�c language for communication. Notice that agents'
activities are not space-related since E1 and E2 are not connected. Consequently, we can only have
temporal relationships between agents' activities that agents have to manage as interdependencies
(sequencing and synchronizing for example) in order to coordinate their activities. Notice that
if agents' activities are completely independent, it does not make sense to refer to coordination
between agents. Finally in this context, agents act and/or reason at skill, rule, or knowledge levels
depending on their abilities and their know-how about the situations.

Case c) is similar to case b) concerning the communication by perceptions-actions modules.
However in case c), environments E1 and E2 are connected and consequently some agents' activities
(which are included in E1 and in E2) are generally time-space related. These activities need more
coordination and more communication than in the case b). For these activities, agents can make
mutual adjustments in order to coordinate their activities. If this adjustment is not su�cient, they
can communicate more explicitly by using a speci�c language. For those activities which are not
included in E1 and in E2, case c) is similar to case b).

Finally, case d) has two parts. One concerns the intersection of E1 and E2 and is similar to its
corresponding part in case c). The second part concerns the complement of the intersection and is
similar to case a).

6 Example Implementation and Experiments

We now give details about an illustrative example and its implementation using the hierarchical
architecture and the other concepts developed in this paper.
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Figure 5: Perception and action in a non-hierarchical structure.

6.1 Urban Tra�c: A Multiagent Domain

Urban tra�c is a highly interactive task between various agents. These agents can be people
(drivers, policemen, pedestrians, etc.) or machines (vehicles, tra�c-lights, etc.) and have to con-
tinuously adjust their actions in order to avoid con
icts such as tra�c-jams, and in severe cases,
crashes.

In most situations of urban tra�c, a human agent has to watch his environment and react
appropriately in order to execute his action, or achieve his goal. In fact, each individual knows what
to do and knows how to coordinate his activities with other agents. In most routine and familiar

situations, this strategy is successful since human agents have developed appropriate behaviors in
the face of arising con
icts. These appropriate behaviors are generally constituted by some learned
behaviors plus some social behaviors due to social laws known by each agent. Thus, in most
situations of urban tra�c, human agents use only the low levels (i.e. skills and rules) to elaborate
their behaviors.

Sometimes however, too many agents sharing space and time produce a tra�c-jam or, in severe
cases, a crash. Here, it seems that agents make use of the knowledge-based level in order to make
decisions to solve the con
icts between them. Of course, if there is a policeman who makes decisions
for all drivers, then the policeman makes use of his knowledge-based level to elaborate the decisions,
and drivers execute them at the skill-based level or rule-based level. This case is a coordination by
a knowledgeable agent.

Notice that communication in urban tra�c is important since it allows agents to make mutual
adjustments in order to coordinate their activities. In urban tra�c however, agents communicate
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by signals and/or signs [6] and consequently the scope of this type of coordination is limited to the
range of agents' perception of these signals and signs.

Thus, the urban tra�c application is a relevant area of research for the multiagent paradigm.
Consequently, we might demonstrate the applicability of the major concepts developed in this article
for this application. However, due to the complexity of the problem domain it is not possible to give
a complete validation in urban tra�c. Hence, many aspects of our model cannot be investigated (for
instance, the learning mechanism, the relationship between plan of agents, etc.). This section will,
therefore, focus on investigation of global aspects such as interaction between agents in routines,
familiar, and unfamiliar situations and leaving the others for the future.

More precisely, in this section we investigate a multiagent scenario showing tra�c situations
at an intersection (Fig. 6). This scenario captures: 1) agents' behaviors in routine and familiar
situations (e.g. the agents' behaviors are coordinated by tra�c lights); 2) agents' behaviors in
complex situations (e.g. the agents' behaviors are coordinated by a policeman); 3) agents' behaviors
in unfamiliar situations (e.g. the agents' behaviors are coordinated by social laws, because tra�c
lights are o�).
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Figure 6: A multiagent scenario in urban tra�c: the crossroads : C denotes a car, L tra�c-lights, and P

the place of a policeman.

6.2 Implementation

The architecture described in this paper depicts a general model and can be adapted to a vast
number of �elds. We implemented each component of the architecture (in Common Lisp) while
keeping in mind this idea of generality. In order to validate this architecture in a multiagent
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environment, we have implemented the crossroads scenario using our architecture and the other
concepts developed in this paper. Details of this implementation are given elsewhere [6].

6.3 Experiments

As stated previously, there are three levels (S-R-K: skills, rules and knowledge) of cognitive control
in multiagent systems (MAS). These three levels can be grouped together into two general categories
[26]. K is concerned with analytical problem solving based on symbolic representation, whereas S
and R are concerned with perception and action. S and R levels can be only activated in routine
and familiar situations because these low levels require that agents know the perceptual features of
the environments and the knowledge relative to these situations. The K level, on the other hand,
is only activated in unfamiliar situations. These considerations have been taken into account in
designing our agents.

With these agents, we have developed implementations and experiments in urban tra�c to verify
our intuitions about the distinction between the two modes of processing: perceptual processing
and analytical problem solving [34]. Perceptual processing is fast, e�ortless and is propitious for
coordinated activities between agents, whereas analytical problem solving is slow, laborious and
can lead to con
icts between agents. To this end, we are conducting a series of experimental studies
on three policies of the crossroads scenario. The policy 1 refers to a routine of urban tra�c. In this
routine, agents' activities are coordinated by tra�c lights. Policy 3 refers to an unfamiliar situation
of the crossroads scenario. In this situation, agents should rely on social laws to make decisions
because tra�c lights are o�, and there is no policeman to coordinate their activities. Finally, the
policy 2 refers to a complex situation where agents' activities are coordinated by a policeman, that
is by a knowledgeable agent.

We examined for the cars three performance indices when comparing the policies: communica-
tion, processing time for each mode of reasoning (skills, rules and knowledge), and task e�ectiveness.
The e�ectiveness is speci�ed by two distinct parameters: errors and waiting time. A summary of
the main experiments is given in Table 2. For the policeman who intervenes in the policy 2, we ex-
amined two performance indices: communications and processing time for each level of the agents'
cognitive control. The results about these indices are given in Table 3.

19



Table 2. Experiments summary for the cars (these results are averaged across 10 scenarios.)

PerformancenPolicies Policy 1 Policy 2 Policy 3

Communication (i) 1.9 3.1 5.3

Proc. time for S (ii) 140 145 30

Proc. time for R (iii) 17 130 17

Proc. time for K (iv) 6 60 420

Waiting time (v) 163 335 467

Errors (vi) 0.2 2.7 4.1

(i)mean messages (signs and/or symbols) sent per car while waiting to
pass
(ii) mean Sun Sparc cpu seconds per car for reasoning at the skill level,
while waiting to pass
(iii) mean Sun Sparc cpu seconds per car for reasoning at the rule level,
while waiting to pass
(iv) mean Sun Sparc cpu seconds per car for reasoning at the knowledge
level, while waiting to pass
(v) mean Sun Sparc cpu seconds per car for the total waiting time at
crossroads
(vi) mean number of near misses or collisions for all cars in a scenario

Table 3. Experiments Summary for the Policeman (Parameters in this table are measured during
the total waiting time per car.)

PerformancenPolicies Policy 2

Communications 8.7

Proc. time for S 40

Proc. time for R 90

Proc. time for K 205

As we had anticipated, our implementation and experiments successfully demonstrated that
perceptual processing is fast, e�ortless and is propitious for coordinated activities between agents.
Policy 1 is in this case, since it is considered (in our implementation) as routine of urban tra�c.

More precisely, policy 1 which re
ects a routine, performed best overall. Particularly, this policy
allows agents to have the best waiting time and there is no e�ort since the processing time at the
skill level is much higher than at other levels. As we had anticipated, our implementation and
experiments successfully demonstrated that with a routine, the number of near misses or collisions
between cars is the fewest. In addition, the number of messages sent per car in this routine is
also the fewest. Consequently, our expectation that coordination at the skill-based level is more
easy to obtain and to maintain than at knowledge-based level, is proved true. In the same context,
our expectation that routines are not generally communication intensive is also proved true. What
happens in this routine is that agents share social laws that allow them to respect tra�c lights,
and therefore to coordinate their activities without communicating intensively.
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The policy 3 is considered (in our implementation) as an unfamiliar situation where agents
reason at the knowledge level to elaborate their decisions. In this context, we had also expected
that the analytical problem solving, that is the knowledge-based level, would be slow and laborious.
These expectations are proved true as indicated by our results. Precisely, policy 3 performed worst
overall. Indeed, agents have the worst waiting time and their major processing time is at the
knowledge-based level where reasoning is about itself and about others. This reasoning mode is
considered as requiring e�ort since it needs knowledge about others' intentions in order to predict
dimensions relative to actions or plans such as for instance what (to do) and who (is the actor).
By doing this, agents try to improve their coordination. Finally, with the policy 3, the number of
near misses or collisions between cars is the greatest. This result is also in accordance with what
we had expected, that is that the analytical level is more propitious to errors and therefore to poor
coordination between agents.

Finally, the policy 2 is a complex situation where cars are coordinated by a knowledgeable agent
who is the policeman. In this type of situation, we had expected that cars reason at low levels
and the policeman at a high level. Our implementation and experiments con�rm this expectation.
Precisely, processing times in Table 2 indicate that agents consider the situation relative to policy
3 as a situation which is more familiar than policy 3 but less routine than policy 1. In the same
context, processing times in Table 3 show that the same situation is considered by the policeman as
an unfamiliar situation with a certain degree of familiarity. These considerations led in the context
of cars, to a policy which is intermediate in performance as shown in Table 2, since the waiting
time of policy 2 is intermediate between the waiting times of policies 1 and 3.

Our implementation and experiments demonstrated also that the presence of a policeman im-
proves the coordination between cars since the number of near misses or collisions is lower than
the number of near misses of the policy 3 where there is no coordinator. The number of messages
sent per car is also lower than the number of messages of policy 3 since cars in policy 2 only fol-
low indications given by the policeman. However, implementation and experiments show that the
coordination in the case of policy 2 is not as e�cient as the coordination in the case of policy 1.

Collectively, our implementation and results are consistent with what we had expected.

7 Open Problems

As stated previously, some aspects have been implemented and experimented and some others are
left for the future. These leaving aspects tie into open problems and can be summarized by: How
can we ensure consistency between agents? How do we manage the relationship between the plans
of agents? What is the impact of communication on case reasoning? How can agents coordinate
their next near-term behaviors while they carry out their current activities? More generally, how
can agents make predictions about their next near-term behaviors at low levels? How can agents
e�ciently learn (long-term research)? More precisely, how the control of agent activity shifts from
the the knowledge-based level through the rule-based level to the the skill-based level in the case of
self-instruction and from the rule-based level to skill-based level when an agent-instructor is active?
Finally, how can agents learn social laws?
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8 Conclusion

The framework described in this paper was motivated by a problem: how to permit agents to
coordinate their activities in routine, familiar and unfamiliar situations. The �rst step taken to-
ward solving this problem was to determine what agent model was associated with these situations.
Common sense revealed that coordination is generally more easy to obtain and maintain in routine
than in unfamiliar situations. Conversely, unfamiliar events must face the problem of reasoning
about others and consequently agents which are in this situation can use communication inten-
sively if they do not succeed in making a decision about what to do next with other agents. In
addition, for unfamiliar situations, agents are more propitious to make negative interactions. In
these conditions, a viable approach to agent design for multiagent systems must be able to combine
bene�ts of re
exive, planning and decision-making systems in order to produce skill-based behav-
iors, rule-based behaviors and goal-oriented behaviors as required by real multiagent environments.
To this end, we have proposed an architecture for agents that re
ects three levels of cognitive con-
trol as speci�ed by Rasmussen's taxonomy: a skill-based behavior, heuristic-based behavior, and
knowledge-based behavior. The next step taken was to enhance the proposed architecture so that
agents prefer low levels, that is the skill and rule levels. In this respect, we argued that agents
should be provided with social laws which allow them to rely on low levels since these levels are
easier for e�cient interactions. In the remainder of the paper, we showed how our proposed model
can be used in multiagent environments. Finally, our implementation and experimentation was
consistent with what we had expected, in particular: perceptual processing is fast, e�ortless and
is propitious for coordinated activities between agents, whereas analytical problem solving is slow,
laborious and can lead to con
icts between agents.
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