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Abstract—We propose a simple but robust model independent controllers [19] in process control systems, Pl-type FLC's
self-tuning scheme for fuzzy logic controllers (FLC's ). Here, are most common and practical followed by the PD-type
the output scaling factor (SF) is adjusted on-line by fuzzy rules FLC’s. Because proportional (P) and integral (1) actions are
according to the current trend of the controlled process. The rule- . . ) :
base for tuning the output SF is defined on error(e) and change combined in the p_mport'onal"n.t?gral (P1) Co_ntroller to take
of error (Ae) of the controlled variable using the most natural advantages of the inherent stability of proportional controllers
and unbiased membership functions (MF’s). The proposed self- and the offset elimination ability of integral controllers. The
tuning technique is applied to both PI- and PD-type FLC's to  performance of Pl-type FLC's is known to be quite satis-

conduct simulation analysis for a wide range of different linear ¢, 1o for finear first-order systems. But like conventional
and nonlinear second-order processes including a marginally

stable system where even the well known Ziegler—Nichols tuned PI-controllers, performance of Pl-type FLC’s for higher order

conventional Pl or PID controllers fail to provide an acceptable Systems, systems with integrating elements or large dead time,
performance due to excgssively large overshoot. Performancesand also for nonlinear systems may be very poor due to large
of the proposed self-tuning FLC's are compared with those gyershoot and excessive oscillation. Such systems may be

of their corresponding conventional FLC’s in terms of several : .
performance measures such as peak overshoot, settling timel_ult|mately uncontrollable [20]. For example, the first overshoot

rise time, integral absolute error (IAE) and integral-of-ime- N the step response of a system with large de_ad _time, may
multiplied absolute error (ITAE), in addition to the responses due be too large to be acceptable for many applications. PD-
to step set-point change and load disturbance and, in each casetype FLC's are suitable for a limited class of systems [21].
the proposed scheme shows a remarkably improved performance apq they are not recommendable in presence of measurement
over its conventional counterpart. - . ,
noise and sudden load disturbances. PID-type FLC's are rarely
Index Terms—Fuzzy controller, scaling factors, self-tuning con- uysed due to the difficulties associated with the generation of

troller. an efficient rule base and the tuning of its large number of
parameters.
I. INTRODUCTION An FLC has a fixed set of control rules, usually derived

UZZY logic controllers (FLC’s) have been reported to b(farom experts. know]edge. The membgrsm_ fL_mct|or_13 (MF's)
. of the associated input and output linguistic variables are
successfully used for a number of complex and nonlinear

processes [1]. Sometimes FLC's are proved to be more rob gperally predefined on a common universe of discourse.

[2] and their performances are less sensitive to parametri8r the successful design of FLC's proper selection of input

variations [3] than conventional controllers. A comprehensi\f’énd output scaling factors (SF's) andlor tuning of the other

review on the design and implementation of FLC's can bceontroller parameters are crucial jobs, which in many cases
found in [3][5]. Different types of adaptive FLC's suchd™® done through trial and error or based on some training

as self-tuning and self-organizing controllers have also begﬁtai Of the varlous tunable parameters, SF's have the highest
developed [6]-[11] and implemented for various practic riority due to j[he|.r global effect on the control performance.
processes. Even equivalence between FLC’s and conventio 8YVGV‘]?“ relative |frnpcf)rtanc1|e Of the 'Tplljt an? OUFDUt ?T séo
controllers have been established [12]-[14]. Recently mal : per OLTar?C: ot a fuzzy logic controf system IS yet to be
researchers are trying to achieve enhanced performance o e;ta Ished.. .
increased robustness of FLC's, using neural networks an nlike conventional control, which is based on mathemat-
genetic algorithms in designing such controllers [15]-[1g]. 'c& model of a plant, a FLC usually embeds the intuition
Among the various types proportional integral (PI), pror;md experience of a human operator and sometimes those of

portional derivative (PD), and proportional-integral deriva\tivﬁeSlgners and resear_chtlars. While CO“tFO"'”Q a plant, E}ISK'"ed
(PID) of FLC's, just like the widely used conventional PI uman operator manipu ates_tpmce_ss |npu(|._e._, c_o_ntro er
output) based oz and Ae with a view to minimizing the
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Most of the practical processes under automatic control gfg, [30] where the MF's take narrow width and become more
nonlinear higher order systems and may have considerablewded near the origin to provide increased sensitivity around
dead time. Sometimes their parameters may be randortig steady state condition. Thus, the proposed MF’s tuning
changed with changes in ambient conditions or with timecheme [23] cannot guarantee improved performance under
Control action is unavoidably delayed in a process witload disturbance, which is a very important criteria for the
dead time. For this reason, dead time is recognized as ff@formance evaluation of any control system [19].
most difficult dynamic element naturally occurring in physical The gain tuning method of Yoshidet al. [24] assumes alll
systems [19]. Therefore, any useful technique of designingpeocesses afirst-order systems with dead time. The input
control system must be capable of dealing with dead timand output SF's are calculated by some empirical relations
To have a satisfactory performance the controller output mwvolving process parameters. Good control performances for
process input should be a nonlinear functiore@ndAe. FLC  higher order systems cannot be ensured by this technique.
tries to incorporate this nonlinearity by a limited number ofuto-tuning fuzzy controller of Hayashi [25] considers two
IF-THEN rules, which may not always be enough to produdening functions. From the approximate parameters of the
a good approximation to the controller output required for thdentified plant model (first-order lag with dead time) the
optimum performance. In such a situation, only static or fixddput and output SF’'s are calculated using the concept of
valued SF's and predefined MF's may not be sufficient Bhien—Hrones—Reswick (CHR) tuning rules for a conventional
eliminate this drawback. To overcome this, a lot of resear€i controller. Then the crisp consequent parts are modified
works on tuning of FLC’s have been reported where either thg fuzzy rules using overshoot and rise time to improve the
input—output SF’s or the definitions of fuzzy sets are tuned (ooentrol performance. Linear first-order plant models with dead
line or off-line) to match the current plant characteristics [6]jme have also been considered in the auto-tuning scheme of
[7], [22]-[28]. Iwasaki and Morita [26]. Here, the parameters of an assumed

He et al. [6] proposed a scheme for self-tuning of a conplant model are iteratively revised through fuzzy inference
ventional PID controller using fuzzy rules. The proportionalsing differences between the actual plant features (rise time
sensitivity (K,), integral time(T;) and derivative timgZ;) and overshoot) and the plant model features. The overall
are initially calculated using Ziegler—Nichols tuning formulgerformances of these controllers [24]—-[26] will be dependent
[29]. These three parameters are then modified on-line byoa the appropriateness of the assumed process model.
single parameter, which is updated by a rule base definedPalm [27] proposed to achieve the optimal adjustment in
on ¢ and Ae. It is reported [6] that there is a considerabl¢he input SF with the help of input—output cross-correlation
improvement in the overall performance of the controlleunction, though he assigned a higher priority to the tuning
over its conventional counterpart. Results in [6] shows & output SF over that of input SF’s. Here, the input data are
remarkable reduction in overshoots of second-order procesassumed to follow a Gaussian distribution whose parameters
with dead time but at the cost of increased rise times. Thaee unknown. An optimal input SF is obtained by maximizing
self-tuning method of FLC’s by Nomuret al. [22] is a well- the cross-correlation function, which is a measure of the sta-
known gradient decent technique to optimize both the fuztigtical dependence between input and output. Li and Gatland
antecedent and crisp consequent parts. The controller [22]28] also have given more emphasis on the tuning of input
tuned iteratively by minimizing the square error between trend output SF's than that of MF’s or rule base. They basically
FLC output and the desired output given by the training datsuggested a trial and error method for tuning of input and
This method simultaneously modifies the crisp consequenitput SF's for a fuzzy PID controller developed from two
values and, centers and widths of triangular input fuzzy seE.C’s in parallel—one is a PI-type and the other is a PD-type.
This off-line tuning method may be very good for timeMaeda and Murakami [7] proposed fuzzy rule-based schemes
invariant control systems, but its applicability is limited dudor adjustment of input—output SF’s as well as for tuning of
its dependency on the availability of a reliable set of trainingontrol rules for Takagi—Sugeno (TS) model. The fuzzy rule-
data. Zheng [23] suggested to tune the parameters of Pl-tyg@se for tuning has three sets of rules, based on three different
FLC's in order of their significance; that is, first parameterngerformance measures: overshoot, rise time, and amplitude.
with a global effect and then ones with only local effecAfter the tuning of SF’s, the crisp consequent parts of the
and, hence, given the maximum importance to the tunimgntrol rules are modified in each sampling time considering
of SF's. Zheng did not provide any algorithm for tuning of fuzzy performance index and the deviation of the actual
FLC’s, but discussed various factors, their interaction, amdntrol response from a predefined target response.
their impact on the controller performance that should be With a view to eliminating the overshoot caused by the
considered while designing tuning algorithms for FLC’s. Inpudccumulation of control input in a fuzzy PI-type controller,
and output SF’'s are recommended to be selected from ttee [20] proposed two augmented versions of the conventional
knowledge of conventional Pl-controller parametéf§, and fuzzy PI controller using resetting factors. The first of the
T;) if available, otherwise through trial and error. Simulatiotwo fuzzy controllers determines the resetting rate based on
result in [23] with tuned MF’s shows a marginal improvemergrror and error rate, while the second one uses error and
in transient response of a second-order linear process wheoatrol input. The computation of the resetting factor is driven
tuning resulted in asymmetric (triangle) MF's with unequaby a fuzzy rule base. The controller remarkably improves
base fore. To be more specific, the width of MF’s increasedhe transient response of a second-order linear system with
arounde = 0. Such MF’s contradicts the usual practice [3]integrating element. But the authors in [31] have clearly shown
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with extensive simulation conducted on different types afesired performance, our scheme generates subsequent correc-
second-order linear as well as nonlinear systems with atide control actions based on the current process trend only, not
without integration that the controller in [20] with resettingrom direct performance measures. The self-tuning mechanism
action is almost similar to a conventional fuzzy PD controllers applied to both PI- and PD-type FLC’s for simulation
The preceding discussion shows that many researchers haxgeriments with various types of linear as well as nonlinear
tried to improve the tuning methods of FLC’'s to make itprocesses that are generally encountered in process industries.
design easy and faster. But unlike conventional controllefhe proposed FLC'’s are also used for marginally stable and
a standard and systematic method for the tuning of FLOumstable systems where well-known Ziegler—Nichols tuned PI
(PI, PD or PID) is yet to be developed. Sometimes nonfuzay PID controllers exhibit very poor performance [32], [33].
schemes are used for the tuning of fuzzy controllers [22The simulation results show that in each case the proposed
[24] while in other occasions fuzzy inference mechanisms aseheme outperforms its conventional counterpart.
used for tuning of nonfuzzy controllers [6], [26]. Of course, The rest of the paper is divided into three sections. In
there are many fuzzy controllers [7], [20], [25] tuned usin&ection Il, the proposed self-tuning FLC is described in detail
fuzzy inference mechanisms. Moreover, most of the reportetentioning different aspects of its design consideration, i.e.,
works on FLC tuning is limited only to the first-order linearchoice of MF’s, selection of SF’s, determination of rules and
systems with dead time. But it is very hard to have sudhe self-tuning mechanism. The simulation results for various
simple and perfect models for practical processes that dypes of linear and nonlinear second-order processes, including
generally nonlinear and higher order systems and sometinagsunstable system (system with nonminimum phase pole), are
have large dead tim@hus, there is a need for a robust tuningoresented in Section Ill. Finally, we conclude with Section IV.
scheme of FLC’s, which would be applicable irrespective of
the nature of the processes and the structure of the FLC’'S || The PROPOSEDSELE-TUNING FUzZY CONTROLLER
Designing a general tuning method for FLC’s to obtain the . , .
optimal response is not an easy task because the computa iolﬂere, we consider both PI- and PD—type FLC.S' The gain
of the optimal values of the tunable parameters (SF's, MF’ ’utput SF) of these controllers are adjusted on-line according
and rules) needs the required control objectives as well as {Rethe current states of the controlled processes, thereby

fixed model of the controller. Unfortunately, FLC's have n5naking them self-tuning FLC's. Although, th_e characteristics
fixed structures like conventional PI, PD, and PID controlle f a PI- or PD-type FLC depends on both input and output

because there is still no well-defined criteria for deciding o (Ij:s {14]' t[23]:] b(i.:ah.,_for :he gesttpe:f%rll;r]ance, simgltatqf(_ao(;s
1) the shape of MF’s; 2) the number of linguistic values; justment of both input and outpu S is more justified),

the standard rule-base; and 4) the most appropriate infere e ;)tgi(’:tlvte herﬁ_ IS tobagtapt onlty tlhe ofutput SF f%bgwen
mechanism and defuzzification strategy. Probably due to thddgY s 1o achieve betler control performance. Serve

reasons designing an optimal FLC analytically becomes ve ta self-tumng_ FLC IS an adaptive contrqller but, ther_e
difficult. IS no consensus in the literature on the terminology used in

These limitations of the conventional FLC's motivated ugescribing adaptive controllers. We call an FLC adaptive if

to investigate methods of tuning based on experts’ knowled gy one of its tunable parameter; (SF's, MF's, a!"d T“'.es)
rather than mathematical models. Our scheme is based nges yvhen the cont'roller Is being used, otherW|se Itis a
the fact that irrespective of the nature of the process to 8nadapt|ve or conventional FLC [5]. An adaptive FLC that

controlled and the control policy adopted, a skilled humaﬁqewtlg'?es anSI::i,Ireadybw:)hrmr;gthcontrosller 7by rggdlf)gzg eznéher
operator always tries to manipulate the prodesgsit, usually IS s or s or, both of them [5], [7], [22], [24]-[26]

by adjusting the controller gain based on the current proc I§stcar|]|e§§ seh;-ttrjnm?ig I;LCHC;n it:e iftr;elr hat?]d’nvi\ihien a"F(Ij_C
states (generally: and Ae) to get the process “optimally” s uned by automatically changing Its rules the S called a

controlled. The exact manipulation strategy of an operato(Pe)f modifying the output SF of an existing FLC we describe it

quite complex in nature and possibly no mathematical mo as a self-tuning FLC. The block diagram of the proposed self-
can replace it accurately. We propose a simple but roblﬁsst. '

) L0 uning FLC is shown in Fig. 1. Though the control system
model independengelf-tuning scheme, where the controlleShown in Fig. 1 is a Pl-type FLC, the basic structure of the

gain is adjusted continuously with the help of fuzzy rules, . .
: oposed self-tuning FLC shown by the dash-dej (ine in
Here, we have concentrated only on the tuning of output ig. 1 remains the same for both PI- and PD-type FLC’s. In

considering that it is equivalent to the controller gain. Tunin
of the output SF has been given the highest priority becau%e case of a Pl-type FLC, the actual value of the controler

e : ;
of its strong influence on the performance and stability of th%utput (u) is obtained by
system. Palm [27] also has rightly pointed out this fact. In w(k) = w(k — 1) + Au(k). (1)

our scheme, the FLC is tuned on-line (while the controller

is in operation) by dynamically adjusting its output SF by In (1), k& is the sampling instance anu(k) is the incre-

a gain updating factofa). The value of« is determined mental change in controller output. We emphasize here that
from a rule base defined anand Ae and derived from the this accumulation (1) of controller output takes place outside
knowledge of control engineering. Note that our scheme tise FLC and is not reflected in the rules themselves. On the
significantly different from others [7], [22]-[28] as it actuallyother hand, if the output of the FLC is(not Ax) and there is
tries to mimic an operator’'s strategy. In order to achieve thm accumulation of controller output, then Fig. 1 is converted

rslglf-organizing FLC [8]-[11]. Since our proposed FLC is tuned
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Fig. 1. Block diagram of the proposed self-tuning FLC.
NB: Negative Big
NB NM NS ZE PS PM PB NM: Negative Medium
1 NS: Negative Small
ZE:  Zero
PS: Positive Small
-1 03 0 05 1 PM:  Positive Medium
PB: Positive Big
(@)
ZE: Zero
ZE VS § SB MB B VB VS:  Very Small
1 S: Small
SB: Small Big
< ~ MB: Medium Big
~0 25 3 a5 1 B: Big
VB: VeryBig
(b)

Fig. 2. Membership functions of (a)f, AE, AU, and U and (b) gain updating factofc).

to a PD-type FLC. In this paper, PI- and PD-type conventiondie two MF’s at the extreme ends) with equal base and 50%
FLC’'s will be denoted by FPIC and FPDC, respectivelyoverlap with neighboring MF’s as shown in Fig. 2. This is the
and their corresponding self-tuning FLC's will be denotethost natural and unbiased choice for MF’s. Though the MF’s
by STFPIC and STFPDC. Fig. 1 reveals that the output $fFig. 2(a) and (b) are shown separately for the shake of clear
(gain) of the controller is modified by a self-tuning mechanisnynderstanding, in actual implementation, only the MF’s of
which is shown by the dotted boundary. The detailed desiffig. 2(a) are sufficient. Fig. 2(b) can be obtained by translating
considerations are discussed next. Fig. 2(a) along the horizontal axis by an amou#it and then
mapping it on [0, 1] by the following:
A. Membership Functions y = 0.5(z + 1). )
All membership functions (MF’s) for: 1) controller inputs,

i.e., error(e) and change of errofAe) and 2) incremental Here,  is any point in the closed interval—1,1]
change in controller outpytAw) for PI-type FLC or controller on the horizontal axis of Fig. 2(a) and is the corre-
output (u) for PD-type FLC, are defined on the commorsponding point on Fig. 2(b). By this transformation MF's
interval [-1, 1]; whereas the MF'’s for the gain updating factoN B, NM, NS, ZE, PS, PM, and PB of Fig.2(a) are
(a) is defined on [0, 1]. We use symmetric triangles (exceptapped to the MF'sZE,VS,S,SB,MB,B, and VB,
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respectively, of Fig. 2(b). Thus, the data-base of the FLC

in Fig. 1 contains only the quantitative information about the
MF’s of Fig. 2(a). Note that the volume of data-base remains

the same for both the conventional and proposed modified

FLC's, though one more linguistic variabler) is considered

for the proposed FLC. In this context, we mention that there

is only one fuzzification module in actual implementation.

Because the rule-base faris also described in terms afand

Ae—like the control rule-base. Fig. 1 shows two fuzzification

modules for the ease of understanding.

B. Scaling Factors

The MF's for both scaled inputs:y and Aey ) and output

(Aun or uy) of the controller have been defined on the

common interval {1, 1]. The values of the actual inputs

¢ and Ac are mapped onto-1, 1] by the input SF'sG.

and G, respectively. For conventional FLC’s the controller

output (Aux or uy) is mapped onto the respective actual

output (Aw or ») domain by the output SE,,. On the other

Aele NB NM NS ZE PS PM PB
NB NB NB NB NM NS NS ZE
NM NB NM NM NM NS ZE PS
NS NB NM NS NS ZE PS PM
ZE NB NM NS ZE PS PM PB

PS NM NS ZE PS PS PM PB

PM NS ZE PS PM PM PM PB

PB ZE PS PS PM PB PB PB
(@

Aele NB NM NS ZE PS PM PB.
NB VB VB VB SB S ZE
NM VB VB MB S A
NS VB MB VB VS S VS
ZE S SB MB ZE MB SB S

PS VS VS VB B MB VB
PM VS MB B B VB VB
PB ZE S SB VB VB VB

hand, the actual output of the self-tuning FLC is obtained by
using the effective SF«.G,,) as shown in Fig. 1. Selection

(b)

of suitable values fofi, . GA. andG,, are made based on thefig- 3. (a) Fuzzy rules for computation dfu andu. (b) Fuzzy rules for
e e w computation ofa.

knowledge about the process to be controlled and sometimes
through trial and error to achieve the best possible control

performance. This is so because, unlike conventional nonfuzzyWith a view to improving the overall control performance,
controllers to date, there is no well-defined method for goode use the rule base in Fig. 3(b) for computationcof It

setting of SF’s for FLC’s. We propose to computeon-line

[Fig.

3(b)] is designed in conjunction with the rule base in

using a model independent fuzzy rule base defined in termskif. 3(a). Some of the important considerations that have been
¢ and Ae. The relationships between the SF's and the inptaken into account for determining the rules are as follows.

and output variables of the self-tuning FLC are as follows: 1)

ey =Ge.e 3)
Aeny =GacAe 4)
Ay =(a.Gy).Auy (for STFPIC) (5)
w=(c.Gy)uy (for STFPDC) (6)

C. The Rule Bases

The incremental change in controller outpuhu) for a
fuzzy PI controller is determined by the rules of the form:

Rpr:If eis E andAc is AE thenAw is AU.

The fuzzy PD controller, on the other hand, uses rules of
the form:

Rpp: If eis E andAcis AE thenwis U.

The rule base for computing« is shown in Fig. 3(a). This
is a very often used rule base designed with a two—dimensionaF)
phase plane in mind where the FLC drives the system into the
so-called sliding mode [2], [3], [20], [23], [30]. Note that for
the fuzzy PD controller we use the same rule-base in Fig. 3(a),
but with the consequent fuzzy memberships defined’onot
on AU.

The gain updating factdw) is calculated using fuzzy rules
of the form:

R,. IfeisF andAcis AF thenaisa.

To make the controller produce a lower overshoot and
reduce the settling time (but not at the cost of increased
rise time) the controller gain is set at a small value when
the error is big (it may be-ve or —ve), bute andAe are

of opposite signs. For example dis PB andAcis NS
thenaisVSorif eis NM andAcis PM thenais S.

To minimize the effects of delayed control action due to
inherent process dead time or measuring lag such small
gain is essential to maintain the controller performance
within the acceptable limit, especially when the process
dead time becomes considerably large. Observe that
when the error is big but and Ac are of the same
sign (i.e., the process is now not only far away from the
set point but also it is moving farther away from it), the
gain should be made very large to prevent from further
worsening the situation. This has been realized by rules
of the form: IFe is PB and Ace is PS THEN ais VB

or IFeis NM and Ae is NM THEN « is VB.
Depending on the process trend, there should be a wide
variation of the gain around the set point (i.e., when

is small) to avoid large overshoot and undershoot. For
example, overshoot will be reduced by the rulecllis

ZE and Ae is NM THEN « is B. This rule indicates
that the process has just reached the set point but it is
moving away upward from the set point rapidly. In this
situation, large gain will prevent its upward motion more
severely resulting in a smaller overshoot. Similarly, a
large undershoot can be avoided using the rules of the
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form: IF ¢ is NS and Ae¢ is PS THEN « is VS. of « as a function ofe and Ae. For example, if error is
This type of gain variation around the set point wilpositive big and change of error is negative big then the
also prevent excessive oscillation and as a result tegstem is moving fast toward the set point and, hence,
convergence rate of the process to the set point wilhould be kept very small to avoid possible large overshoot.
be increased. Note that unlike conventional FLC's, hefg. 4 indeed reflects this. Fig. 4(b), a rotated version of
the gain of the proposed controller around the set poiktg. 4(a) is provided for a better visual representation. The
may vary considerably depending on the trend of theontrol surfaces (controller output versusind Ae) for fixed
controlled process. Such a variation further justifies thgain (conventional) and variable gain (self-tuning) FLC's are
need for variable SF. depicted in Fig. 5(a) and (b), respectively. Careful inspection
3) Practical processes or systems are often subjectedofothese two figures reveals that the control surface of the
load disturbances. A good controller should providself-tuning FLC is more nonlinear as well as smooth than
regulation against changes in load; in other words, tihat of its conventional counterpart. For example, observe the
should bring the system to the stable state within fast and third quadrants of both figures. As far as real time
short time in the event of load disturbance. This ignplementation is concerned smoothness of the control surface
accomplished by making the gain of the controlleis highly desirable due to the limited speed of the actuator
as high as possible. Hence, to improve the contreésponse and to avoid the chattering of gears for the plant to
performance under load disturbance, the gain should be controlled. Fig. 5(a) also indicates that the limited number
sufficiently large around the steady-state condition. Fof IF-THEN rules using simple MF's and fixed valued SF's
example, IFe is PS and Ac is PM THEN « is B are not sufficient to produce the required nonlinear controller
or IF e is NS and Ae is NM THEN « is B. Note output for the desired control performance. To eliminate this
that immediately after a large load disturbaneemay shortcoming, one can increase the number of MF's and there
be small butAe will be sufficiently large (they will be by increasing the number of rules, but it will increase the
of same sign) and, in that case,is needed to be large design complexity. In the proposed self-tuning scheme the
to increase the gain. At steady state (ie.x 0 and controller output [Fig. 5(b)] is generated by the continuous
Ae = 0) controller gain should be very small (e.g.,dF and nonlinear variation ofv. The most important point to
is ZE andAeis ZE THEN « is ZE) to avoid chattering note is thate is not dependent in any way, on any process
problem around the set point. parameter. The value af depends only on the instantaneous
Further modification of the rule base farmay be required, process states. Hence, the proposed self-tuning scheme is

depending on the type of response the control system desigm@del independent

wishes to achieve. It is very important to note that the rule baseThe following steps can be used for tuning of the proposed

for computation ofa will always be dependent on the choicecontroller.

of the rule base for the controller. For example, the rule baseStep 1: Tune the SF's of the self-tuning FLC without the

in Fig. 3(b) is justified and defined for the controller rule basgain tuning mechanism and assuming- 1 (i.e., conventional

in Fig. 3(a). Any significant change in the controller rule badeLC) for a given process to achieve a reasonably good control

may call for changes in the rule base feraccordingly. performance. In doing so firsty. should be selected in such a
way that the errofey ) almost covers the entire domair 1,
D. The Self-Tuning Mechanism 1] to make efficient use of the rule bases. Ther. and G,

From (5) and (6) it is found that the effective gain of thé':lre to be tuned to make the transient response of the system

. . ) as good as possible. Since there is no existing well-defined
self-tuning controller igv.G,,, not simplyG,,. The value oi&,, - - . . -
; : . method (like Ziegler—Nichols tuning formula for conventional
is constant for a particular type of conventional FLC. But the o , .
) . o . nonfuzzy controllers) for the determination of SF’s, suitable
gain of our self-tuning FLC does not remain fixed while the
. . . . . Values of G, andG,, are to be selected from the knowledge
controller is in operation, rather it is modified in each samplin

: . . . S the process to be controlled and sometime through trial
time by the gain updating factaer, depending on the trend of P . : 9
: ) and error, which we have already mentioned. At the end of
the controlled process output. The reason behind this on-line . ;
. R . his step, we get a good controller without self-tuning and
gain variation is to make the controller respond according . . L
) e ' n this controller becomes the starting point (input) for the
the desired performance specifications. We already explaine ; .
self-tuning controller in Step 2.

how the desired variation i can be achieved using the rule Step 2: Set the output SKG.) of the self-tuning FLC

base in Fig. 3(b). Thus, the proposed controller is basically %garly three times greater than that obtained in Step 1 keeping

adaptive feedback loop controller. The functional relationsh{Re values of. and~. same as those of the conventional
of « can be viewed as © Ae 2% . .
FLC. We remind that in this stepy # 1, but is obtained
a(k) = fle(k), Ae(k)) (7) from the rule base in Fig. 3(b). This neari_blree timesthe
enhancement of7,, for the self-tuning FLC is founeémpir-
where f is a nonlinear function (computational algorithmjcally with an objective to maintain the same rise time as
of ¢ and Ae, which is described by the rule base shown ithat of the conventional FLC. In all our simulations we used it
Fig. 3(b) and the associated inferencing scheme. The variatexactly three timed.ittle deviation from this factor is found to
of a with ¢ and Ae is shown in Fig. 4, which is seen to bebring only small changes in the responsiveness of the system.
highly nonlinear. Fig. 4 depicts the desirable characteristi@bserve that for the self-tuning FLC a large valugf (three
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and change of errofAe) [90° rotated from Fig. 4(a)].

times greater than conventional FLC) becomes permissible diueh tuning. In this study, we do NOT use any training data
to the factora which always lies in (0,1]. But such a largeand do not tune any of the parameters based on data, rather,
value of @, for the conventional FLC makes either the controlve use the most natural type of unbiased MF’s. The rule-
performance unacceptable or the system uncontrollable. base for« is designed based on an intuitive analysis of the
Step 3: Fine tune the rules forr depending on the type of desired system performance and an often used control rule
response wanted to achieve and based on the consideratlage [Fig. 3(a)]. We shall see in the next section that even
described in Section II-C. For example if one wants to furth&yith such rule bases, the proposed self-tuning scheme exhibits
reduce the overshoot at the cost of increased rise time tranexcellent performance for widely different types of systems.
the value ofa should be kept very small up to the medium
values ofe. This can be achieved by a rule of the form: IF
eis PM and Ae is NS THEN « is V'S [not S as shown in Ill. RESULTS
Fig. 3(b)]. However, for all our simulation results reported in In this section, we show the simulation results for some
the next section, we did not require any fine tuning (Step 3)ypical second-order linear as well as nonlinear processes
Observe that, in the presence of some training data, sysing both of the proposed self-tuning FLC’s. A second-order
tematic methods like gradient descent may be developed foocess with dead time is fairly common and also a useful
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Fig. 5. (a) Control surface of the conventional FLC. (b) Control surface of the proposed self-tuning FLC.

model for many practical processes [29]. The performancespdrformance in case of self-tuning FLC’s. The two integral
the two proposed FLC'’s (STFPIC and STFPDC) are compareqdteria IAE and ITAE are considered because mere visual
with those of their corresponding conventional FLC’s (FPI@bservations of response curves are not always enough to make
and FPDC). For a clear comparison between the conventioaagood comparison between different types of controllers.
and self-tuning FLC’s several performance measures such laaxge errors contribute heavily to IAE; on the other hand ITAE
peak overshoo{%O0S), settling time (¢,), rise time (¢,.), penalizes heavily errors that occur late in time. Thus, IAE
integral absolute error (IAE), and integral-of-time-multipliecand ITAE reflect the transient and steady-state characteristics
absolute error (ITAE) [32] are used. The values of differemtf a control system, respectively. To make a complete study
performance indexes are provided in different tables for eaoh the relative performances of the two types of FLC's
process separately. Since peak overshoot and rise time usu@bnventional and self-tuning), each process is tested with
conflict each other they may not be reduced simultaneoustfep set-point change as well as load disturbance. To establish
If one of them is made smaller, the other tends to becortiee robustness of the proposed scheme we use the SAME
larger. Unlike [6], [21], in the results to come readers wiltule bases (Fig. 3) and MF's (Fig. 2) for ALL processes
find that, rise times for both conventional and self-tuningith different values of dead time. In all cases, Mamdani
FLC’'s are maintained almost at the same value but withtgpe inferencing [8] and height method [5] of defuzzification
considerably reduced overshoot and much improved overate used. We have also used the center of sums method
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Fig. 6. (a) Responses of the second-order linear system in (8)with 0.1 for FPIC (——) and STFPIC (—). (b) Responses of the second-order linear
system in (8) withL = 0.2 for FPIC (——) and STFPIC (—) with corresponding variation®f( - - -) andu (— - —) of FPIC, and uo 0 0 0 0) of STFPIC.
(c) Responses of the second-order linear system in (8) Wit 0.3 for FPIC (——) and STFPIC (—).

[5] of defuzzification (similar to the well-known center-of-at ¢ = 40 s in each case. Various performance indexes for
gravity method) while conducting simulation analysis, bui8) with four different values ofL are listed in Table I.
could not find any significant difference in control performanckig. 6(b) also includes a typical highly nonlinear variation of
between these two different defuzzification methods. With afor the process in (8) witl. = 0.2 and the corresponding
view to maintaining the simplicity of the controller and tovariation of the process input or controller outpit) for
avoid the extra computational burden, the height method leéth STFPIC and FPIC. Fig. 6(b) clearly conforms to the
defuzzification has been used which results in a very simplesired variation ofx (i.e., small value for big error, wide
but reliable and faster algorithm. For the numerical integratiorariation around the set point and large value at the event of
we use fourth-order Runge—Kutta method with an interval ¢dad disturbance) as described earlier in Section 1I-C. Fig. 6(b)
0.1 s. for the simulation of all processes. We now elaboragéso shows the marked differences between the outputs of the
the performance analysis of different processes for Pl-typgo controllers. The control action of STFPIC is found to be
(i.e., FPIC and STFPIC) as well as PD-type (i.e., FPDC amdore aggressive than that of FPIC, especially at the event of

STFPDC) FLC's. load disturbance (appearingiat 40 s). As a result, STFPIC
shows very good regulation against load variations compared
A. Performance Analysis for the PI-Type FLC's to FPIC. Results [Fig. 6(a)—(c) and Table 1] for (8) with large

parametric variation (dead time) reveal the consistently better
performance of STFPIC over FPIC.

2) Marginally Stable Systemtet us consider a marginally
Gp(s) = /(s> +5+0-2). (8) stable system described by

1) Second-Order Linear Processthe process transfer
function G,(s) is

For this process we consider four different values of dead Gp(s) = e 5% /(s(s +1)). 9)
time (L), i.e., L = 0, 0.1, 0.2, and 0.3 with G. = 0.9 and
Gae = 13.5. Fig. 6(a)—(c), respectively, show the responses This is a marginally stable system because one of its
of (8) for L = 0.1, 0.2, and 0.3 under STFPIC and FPIC poles is at the origin(s = 0) [32] and presence of dead
due to both step set-point change and load disturbance apptiete makes the system further difficult to control. Here also,
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TABLE |
PERFORMANCE ANALYSIS FOR THE LINEAR SECOND-ORDER PROCESS IN(8)

L G, FLC %0S t.(sec.) t.(sec.) IAE ITAE
0.02 FPIC 29.98 23.6 5.5 8.052 163.80
0.06 STFPIC 15.93 20.7 5.6 5.968 96.23
0.1 0.02 FPIC 33.18 28.4 5.5 8.461 169.43
0.06 STFPIC 18.30 25.7 5.5 6.254 100.33
0.2 0.02 FPIC 36.55 29.7 5.5 8.933 176.42
0.06 STFPIC 21.03 259 5.5 6.648 107.19
0.3 0.02 FPIC 40.12 35.2 5.5 9.475 185.10
0.06 STFPIC 24.07 31.2 5.5 7.187 117.62

TABLE 11

(a) PERFORMANCE ANALYSIS OF CONVENTIONAL CONTROLLERS (Pl AnD PID) anp FLCS (STFPICAaND FPIC) FOrR
THE MARGINALLY STABLE SYSTEM IN (9). (b) FERFORMANCE ANALYSIS FOR THE MARGINALLY STABLE SYSTEM IN (9)

L kp/ Gy FLC %0S t,(sec.) t.(sec.) IAE ITAE
1.55 PI 99.04 42.6 1.6 10.329 134.78

2.07 PID 75.41 8.7 14 2.885 7.93

0.2 0.028 FPIC 60.86 32.7 4.6 8.330 92.89
0.084 STFPIC 27.28 25.9 4.7 5.027 42.19

0.50 PI 68.82 24.5 2.9 6.479 48.61

0.70 PID 80.26 25.7 2.3 7.360 65.46

(@)

L G, FLC %08 t.(sec.) t.{sec.) IAE ITAE
0 0.05 FPIC 37.92 15.1 3.8 5.294 77.48
0.15 STFPIC 11.80 12.9 3.9 3.731 42 .44
0.1 0.035 FPIC 50.69 23.4 43 8.382 184.58
0.105 STFPIC 20.34 19.0 44 5.142 88.89
03 0.022 FPIC 69.72 50.7 5.1 12.373 207.17
0.066 STFPIC 33.21 349 5.1 6.374 73.49

(b)

four different values of L (i.e., 0, 0.1, 0.2, and 0.3) arsuch situations, by reducing only the g&ii,,) of Pl or PID
used for the process in (9) with". = 0.9 and Ga. = controllers, we cannot reduce the overshoot to an acceptable
20. Ziegler—Nichols tuning formula (empirically derived) islimit. This fact can be justified from Fig. 7(c) and Table 1i(a)

a well known scheme for determining good settings of RVhere the gain(X,) of Pl and PID controllers is reduced
and PID controllers for a wide range of common industridb almost one-third of their respective Ziegler—Nichols tuned
processes [29]. But conventional controllers (Pl or PID) caralue. With this reduced gain, for Pl the overshoot reduces to
not show good performance for marginally stable systerf8%, but for PID it increases from 75-80% which is still much
(systems with integration). Even Ziegler—Nichols-tuned PlBbove the overshoot for STFPIC. Moreover, with this reduced
controllers fail to provide a satisfactory performance for suajain, STFPIC is better or comparable to the PID controller
systems due to excessively large overshoot—not acceptablth respect to all performance indexes except rise time.

in most cases [33]. As an illustration, Fig. 7(a) and (b) and Response characteristics of this system under STFPIC and
Table ll(a) show the comparative performance analysis BPIC forL = 0.1 and 0.3 are, respectively, shown in Fig. 7(d)
Ziegler—Nichols tuned P(X, = 1.55 andZ; = 3.00) and and (e). Fig. 7(d) represents the responses of (9) due to both
PID (K, = 2.07,7; = 1.80, and T, = 0.45) controllers step set point and impulse load disturbance introduced at
with STFPIC and FPIC for (9) withL, = 0.2. Fig. 7(a) t = 47.5 s whereas Fig. 7(e) displays the responses only for set
depicts an excellent performance of STFPIC over Zieglegpoint change. Comparison of performances between FPIC and
Nichols tuned PI controller; even conventional FLC (FPIC$TFPIC is provided in Table li(b). Here, STFPIC remarkably
is found to provide a reasonably good performance thougbduces th&OS andt, in each case. Table II(b) and Fig. 7(d)
the overshoot is still quite large. We see from Fig. 7(b) thaind (e) both reveal that due to the self-tuning mechanism
even the PID (Ziegler—Nichols tuned) controller produces tahe performance of STFPIC remains within the acceptable
large an overshoot (75%) to be accepted, although the othigit even when such a difficult process is associated with
performance measures exhibit improvement over STFPIC. domparatively large dead time. For example, corresponding to
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Fig. 7. (a) Responses of the marginally stable system in (9) Witk 0.2 for Ziegler—Nichols tuned Pl (—), FPIC——) and STFPIC(c 0 0 0 o). (b)

Responses of the marginally stable system in (9) with= 0.2 for Ziegler—Nichols tuned PID (—), FPIC——) and STFPIC(o 0 0 0 0). (C) Responses
of the marginally stable system in (9) with = 0.2 for PI (—) and PID(——) with reduced gain (one third of their respective Ziegler—Nichols tuned
value) and STFPIGo o o0 o 0). (d) Responses of the marginally stable system in (9) \ite= 0.1 for FPIC (——) and STFPIC (—). (e) Responses of
the marginally stable system in (9) with = 0.3 for FPIC (——) and STFPIC (—).

L =0.3, ITAE = 207.17 and%0S = 69.72 for FPIC but for
STFPIC they are 73.49 and 33.21, respectively [Table II(b)].
3) Second-Order Nonlinear Proces$Ve have tested the

process governed by

d?y/dt® +dy/dt +0-25.4% = u(t — L).

(10)

performance of STFPIC for several nonlinear processes withResponses of (10) due to set point as well as load dis-
dead time. Since the basic characteristics of the results aretilvance for, = 0.3 and 0.5 are, respectively, shown in
same we report here only one of them. Consider the nonlinddg. 8(a) and (b) withG. = 0.9 and Ga. = 11. Load
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TABLE I
PERFORMANCE ANALYSIS FOR THE SECOND-ORDER NON-LINEAR PROCESS IN(10)
L G, FLC %08 t,(sec.) t.(scc.) IAE ITAE
0.1 0.018 FPIC 21.86 10.6 5.4 6.870 124.11
0.054 STFPIC 16.17 12,7 5.4 5.863 89.51
0.3 0.018 FPIC 26.32 11.1 5.5 7.219 126.81
0.054 STFPIC 20.37 13.3 5.5 6.175 90.27
0.5 0.018 FPIC 30.97 11.3 5.6 7.615 130.35
0.054 STFPIC 25.22 14.80 5.5 6.609 92.96
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Fig. 8. (a) Responses of the second-order nonlinear system in (10) with time(sec.)
L = 0.3 for FPIC(——) and STFPIC (—). (b) Responses of the second-order (b)
nonlinear system in (10) witlk. = 0.5 for FPIC (——) and STFPIC (—).
Fig. 9. (a) Responses of the nonminimum phase system in (11)Anih0

for FPDC(——) and STFPDC (—). (b) Responses of the nonminimum phase
disturbances are applied at= 32 s in both cases. Table Il system in (11) withZ = 0.1 for FPDC(——) and STFPDC (—).

provides the quantitative performance analysis of STFPIC

and FPIC for (10) with three different values @f. From g ystem is unstable due to the presence of a nonmin-

”}esrfsglg' _herle also bwe finfd trﬁf the ovelrall pgfrformanﬁﬁum phase pole at = +1. Actually, it's a simplified and
0 IS always better for different values OFOVer ji,oa ;64 model of an inverted pendulum [34]. So Pl-type

its conventional counterpart (FPIC) though STFPIC prOduc((?Sntroller is not applicable here since it introduces a pole at

litle_higher undershoot and.. the origin (s = 0). The PD-type controller introduces a zero
in the left-half s plane. Therefore, by pole-zero cancellation
the system may be stable under a PD controller [32]. Fig. 9(a)
and (b) depict the responses of the system under STFPDC
and FPDC (withG, = 0.9 and Ga, = 2.7) for L = 0

and 0.1, respectively. Impulse load disturbances appeared at
t = 7 s in Fig. 9(a) while att = 30 s in Fig. 9(b). Note

B. Performance Analysis for PD-Type FLC's

1) Nonminimum Phase System (Unstable Systaffg: now
consider an unstable system described by (11)
Gp(s) =

—e 52— 1). (11)
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TABLE IV
PERFORMANCE ANALYSIS FOR THE NONMINIMUM PHASE SysTEM (UNSTABLE) IN (11)
L G, FLC %08 ts(scc.) t.(sec.) IAE ITAE
0 9 FPDC 39.16 3.0 0.8 1.153 3.17
27 STFPDC 9.89 1.7 0.8 0.680 1.36
0.1 4 FPDC 77.83 18.6 1.3 7.351 109.20
12 STFPDC 38.64 7.7 12 2.64 35.03
TABLE V
PERFORMANCE ANLAYSIS FOR THE NONLINEAR PROCESS IN(12)
L G, FLC %0S t(sec.) t.(sec.) IAE ITAE
0.3 0.7 FPDC 16.82 6.4 2.9 3.080 22.85
2.1 STFPDC 3.35 3.0 3.0 2.189 10.38
0.5 0.7 FPDC 30.31 8.6 2.8 3.743 28.76
2.1 STFPDC 15.49 7.6 2.8 2.352 18.03

that, the performance of FPDC becomes unacceptable in the
presence of a very small dead tini& = 0.1), but in that 2l
situation too the performance of STFPDC is extremely good
[Fig. 9(b)]. For further high values of. (say, L = 0.3), 1 . Al
the system becomes uncontrollable even with the self-tuning v
FLC. Table IV shows the performance analysis of STFPDG; °° | /
and FPDC for (11). Fig. 9(a) and (b) and Table IV once again ¢ |
indicate a remarkably improved performance of STFPDC over
FPDC both in transient and steady-state conditions. 041 8
2. Nonlinear Process:Several nonlinear processes are also
used for the performance analysis of STFPDC. One such
nonlinear process is described by the following: 0

02|

0 5 76 BT 70 Cgk "0
time(sec.)

d®y/dt® +0-3-y-dy/dt = u(t — L). (12) (@)

The performances of STFPDC and FPDC (with = 0.9
andGa. = 11) are tested for (12) even with a large dead time
(L = 0.5). Responses of (12) due to both step set point and 4
impulse load disturbances (appliedat 17 s) are presented in
Fig. 10(a) and (b) fol. = 0.3 and 0.5, respectively. Table V
includes the various performance indexes. Again, we find a
excellent performance of STFPDC compared to FPDC.

To summarize, the proposed scheme shows much improved o4 |
performance over the conventional method for a wide variety
of linear as well as nonlinear systems. Even in some cases it is 92
seen to be more effective than the well-known Ziegler—Nichols

08 |

Response

06

tuning formula for conventional nonfuzzy controllers. Though, 10 15 20 25 30
it is basically designed for time-invariant systems, it shows time(sec.)
quite satisfactory performance for large parametric (dead time, (b)

the most difficult element among process parameters) varig. 10. (a) Responses of the second-order nonlinear system in (12) with
ation; even when the FLC’s remain fixed, i.e., without any = 0.3 for FPDC (——) and STFPDC (—). (b) Responses of the
change of their parameters including, as illustrated in Z?rclfgggr?f).non“near system in (12) with= 0.5 for FPDC (——) and
Sections IlI-A.1, 11I-A.3, and 1lI-B.2. This indicates that our

scheme can also work for some processes with time vary-

ing dead time as long as its variation is not too large. To

handle situations with large variation in dead-time special We proposed a simple but robust model independent self-
techniques like Smith predictor or analytical predictor (used taning scheme for FLC’s. Here, the output SF, which may be
conventional control [29]) are yet to be developed for fuzzgonsidered equivalent to the controller gain was tuned on-line
control systems. by fuzzy rules defined omandAe. The most important feature

IV. CONCLUSION
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of the proposed scheme is that it depends neither on the prodgsshe rule base in Fig. 3(a) is governed By(e, Ae) =
being controlled nor on the controller used. Conceptually, this.c? + a».Ae? + az.c.Ae + as.c + as.Ae + ag and the gain
scheme differs from others in the literature as it attempssirface (Fig. 4) generated by the rule base in Fig. 3(b) is
to implement the operator’s strategy while running a plandefined by fa(e, Ae) = by.e? + by.Ac? + by.c.Ae + by.c +
For example, some of the existing schemes attempt to attainAe + bg. Hence, the combined control surface is defined
a targeted levels for some of the performance indexes likg g(e, Ae) = fi(e, Ae) * f2(e, Ae), which is a fourth-order
overshoot and/or undershoot, while in the present case fi@ynomial of ¢ and Ae. In this case identification of g"
objective is to mimic the operator's action which in turn igsequires estimation of onlg + 6 = 12 parameters, while
expected to result in the desired levels for various performani€ave directly want to identify 4" assuming a fourth-order
indexes. The proposed self-tuning scheme was applied to bptiynomial (i.e.,g(c, Ae) = ci.e* + co.Ac* + c3.¢3.Ac +
PI- and PD-type FLC’s for a wide range of different linear and,.c. Ac®+c5.¢2.Ac? +cg.c3+cr. Ac® +cg.e?. Aetcg.c. Ac? +
nonlinear processes. Performances of self-tuning FLC’s wetg.c? + c11.A¢? + c12.e.Ae + c13.¢ + c14.Ae + c15) we have
also compared with those of their corresponding conventiortalidentify 15 (i.e., more) parameters. Moreover, simultaneous
FLC's with respect to several indexes such as peak overshastimation of a large number of parameters may increase the
settling time, rise time, IAE, and ITAE, in addition to thechance of getting stuck to some local minima as well as
responses due to set-point change and load disturbance andgimerical instability.
each case, the proposed scheme was found to outperform it§he proposed self-tuning philosophy may possibly be ap-
conventional counterpart. Robustness of the proposed schegtied for the tuning of input SF’s or both input and output SF's
was established by using the same rule bases and MF’s $tmultaneously which may lead to achieve FLC's with more
the simulation of all processes including even nonlinear afproved performances. Moreover, one may design a hybrid
nonminimum phase processes with dead time. In order ¢ontroller in which a fuzzy rule-based system will modulate
further establish the effectiveness of the scheme we used the output of a nonfuzzy controller such as a Ziegler—Nichols
most natural and unbiased choices for MF’s. tuned controller. The output modulation may be realized using
We have used two rule bases both defined andAe. This a SF as done in the present case. But the same rule base
raises a natural question: “Can we combine them?” Probaljfjig. 3(b)] used for tuning the output SF of the fuzzy sliding
the answer is yes. One might think, this can be done Inyode controller may not be satisfactory in such cases because
defining a different linguistic value for the controller output fothe control policies of conventional and fuzzy controllers are
each distinct combination of linguistic values fay Aw and not identical. All these are currently under investigation.
« as demanded by Fig. 3(a) and (b). To make it clear, when
e is, say,NM and Ae is PS thenu/Auw is NS [Fig. 3(a)] ACKNOWLEDGMENT
Combination. We can assume a rie of the formi s N/ The authors would lice 1o thank al referees for their
and Ac is PS THEN u/Au is NSS where NSS is a new valuable suggestions which helped us to improve this paper.
linguistic value. However, this approach will have several
problems. These linguistic values may not have descent shapes
such as triangle, etc. Their semantic interpretation as weflj m. sugeno,ndustrial Applications of Fuzzy Control Amsterdam, The
as representation for implementation would be very difficult.  Netherlands: Elsevier, 1985. _
Even if we use triangular membership functions, it may not? Fé'A"D'i'gng'zfsgg"”glngfggg.uzzy control,” ifroc. Fuzz IEEESan Diego,
be possible to use the most natural and unbiased choice Bf c. J. Harris, C. G. Moore, and M. Browintelligent Control—Aspects
Symmetric triang|es with equa| base and 50% Over|ap with  of Fuzzy Logic and Neural Nets Singapore: World Scientific, 1993.
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