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#### Abstract

A three-dimensional (3D) profilometry method without phase unwrapping is proposed. The key factors of the proposed profilometry are the use of composite projection of multi-frequency and four-step phase-shift sinusoidal fringes and its geometric analysis, which enable the proposed method to extract the depth information of even largely separated discontinuous objects as well as lumped continuous objects. In particular, the geometric analysis of the multi-frequency sinusoidal fringe projection identifies the shape and position of target objects in absolute coordinate system. In the paper, the depth extraction resolution of the proposed method is analyzed and experimental results are presented.
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## 1. Introduction

3D profilometry is a technology for extracting the position and depth information of 3D objects and has been researched intensively due to its importance in space recognition [1-4]. In profilometry, specific patterns are designed and projected on the target object surfaces (this process is referred to as space coding), and then, from the images of the projected patterns on 3D object surfaces, the shapes and other information related to depth and position are analyzed (this process is referred to as space decoding).

In general, profilometry is comparable with coherent interferometry. Some coherent interferometric techniques use multi-frequency patterns synthesized with a few laser sources with different wavelengths or several different carrier frequencies in order to reduce the phase ambiguity that usually appears in single frequency interferometric techniques [5, 6]. One of the disadvantages of coherent interferometric techniques is that it is difficult to obtain a degree of freedom associated with changing or controlling carrier frequencies. On the contrary, the profilometry uses the composition of projectors with incoherent light sources and a charge-coupled device (CCD) camera. The fringe patterns for 3D profiling of target objects are directly generated by the projector and the projected images of the fringe patterns on target objects captured by the CCD camera are used as measurement fringe patterns. Thus it can be said that profilometry has an advantage in easily controlling and changing the spatial frequencies of fringe patterns in comparison with coherent interferometric techniques.

In some profilometry methods, phase-shifting technique is used for reducing background noise and solving phase ambiguity problems [7, 8]. In the use of the phase-shifting technique, at least three steps of phase-shifting are necessary, which gives two relative phase bases. However, four steps of phase-shifting are usually preferred due to accuracy and reliability [911]. Thus, in this paper, we use four-step phase shifting method for synthesizing multifrequency composite fringe patterns and performing the depth extraction.

On the other hand, conventional phase-shifting profilometry methods use a single spatial frequency fringe pattern [12, 13]. The spatial frequency is smaller than the maximum frequency that can be recorded on a CCD camera. In this case, phase unwrapping is indispensable for depth extraction of target objects [14]. Also, single frequency profilometry has a limitation in the dynamic range of depth extraction. If separations or discontinuities in target objects are larger than the values that can be managed by the spatial frequency of used fringe pattern, the depth extraction of the objects cannot be successful. Also if the spatial frequency is much higher than that of the prominence of target object surface, it is hard to extract fine depth map of the target object surface.

Therefore, profilometry techniques using multi-frequency fringe patterns have been actively researched. In the multi-frequency profilometry techniques, both relatively lower and relatively higher frequency fringes are used to analyze relatively large separations or discontinuities and detail depth map, respectively [15-18].

However, even in previous multi-frequency profilometry techniques, the need of phase unwrapping processes still remains although the multi-frequency profilometry technique was
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successful in some applications for profiling surface morphology without phase unwrapping [19].

In this paper, a novel 3D profilometry method without phase unwrapping is proposed. The key factors of the proposed profilometry method are the use of composite projection of multi-frequency and four-step phase-shift sinusoidal fringe patterns and its geometrical analysis. In most conventional profilometry techniques, only relative depth between separate objects can be measured $[20,21]$. However, without phase unwrapping process, the proposed method provides the depth and position information of target objects in the absolute coordinate system with the geometric analysis regarding the positions and field-of-views of a projector and a CCD camera.

In Section 2, the proposed system geometry for depth extraction in the absolute coordinate system is described. The resolution of depth extraction of the system with a projector and a CCD camera with finite resolution is analyzed. In Section 3, the proposed depth extraction method is elucidated. The construction of multi-frequency and four-step phase-shift sinusoidal fringe patterns and its use for practical depth extraction are addressed in detail. In Section 4, experimental results are presented. The feasibility of extracting the depth of multiple objects with large discontinuity is shown. In Section 5, concluding remarks are provided.

## 2. System geometry for depth extraction in the absolute coordinate system

In this section, system geometry for depth extraction in the absolute coordinate system is addressed. Figure 1 shows the geometry of the profilometry system represented in twodimensional $x-z$ coordinate system. Basically the profilometry system is composed of a projector, a CCD camera and target objects. Sinusoidal fringe pattern with a single frequency is projected by the projector to the target objects. And the CCD camera captures and saves the image of the target objects with fringe pattern on their surfaces. This projection and capture process is repeated for several different frequency fringe patterns. The meaning and objective of this measurement process will be detailed in next section.


Fig. 1. Geometry of the proposed profilometry system
The center of imaging lenses of the projector and the CCD camera are referred to as the reference points of the projector and CCD camera, respectively. In Fig. 1, the reference points of the projector and CCD camera are located on $\left(x_{P R J}, z_{P R J}\right)$ and $\left(x_{C C D}, z_{C C D}\right)$, respectively.

The projector and the CCD camera have finite angular fields of view. Let the angular field of views of the projector and the CCD camera be denoted by $\Theta_{P R J}$ and $\Theta_{C C D}$, respectively. As indicated in Fig. 1, it is not necessary that the image planes of the projector and the CCD camera should be placed on the same plane. The normal vectors of the image planes of the projector and the CCD camera are respectively rotated by specific angles so that the regions inside the fields of view of the projector and the CCD camera have a intersection region and this intersection region covers the target objects to be observed. In Fig. 1, the amount of rotation tilt angle of the projector and the CCD camera are indicated by $\varphi_{P R J}$ and $\varphi_{C C D}$, respectively. $\varphi_{P R J}\left(\varphi_{C C D}\right)$ is the angle between the left boundary of the field of view of the projector (CCD camera) and the $z$-axis.

Let us assume that the projector illuminates a single bright line image focused on a point on the object surface $\left(x_{O B J}, z_{O B J}\right)$. The position of the line in the projection image is straightforwardly converted to the local illumination angle, $\theta_{\text {Local }}$, and the position of the line in the image captured by the CCD camera is also corresponding to the detection angle, $\theta_{\text {Detect }}$.

These geometric parameters are used in extracting the depth of objects in the absolute coordinate system. In the rotated coordinates, where the axis of $z^{\prime}$ is parallel to the left boundary of the viewing region of the CCD camera, the bright line position, $\left(x_{O B J}^{\prime}, z_{O B J}^{\prime}\right)$ on the object surface, seen by the CCD camera is located on the line give by

$$
\begin{equation*}
z^{\prime}-z_{C C D}=\cot \theta_{\text {Detect }}\left(x^{\prime}-x_{C C D}\right) \tag{1}
\end{equation*}
$$

A point $\left(x^{\prime}, z^{\prime}\right)$ in the rotated coordinate system is transformed into $(x, z)$ in the absolute coordinate system by rotation transform by the tile angle $\varphi_{C C D}$ as

$$
\binom{x-x_{C C D}}{z-z_{C C D}}=\left(\begin{array}{cc}
\cos \varphi_{C C D} & \sin \varphi_{C C D}  \tag{2}\\
-\sin \varphi_{C C D} & \cos \varphi_{C C D}
\end{array}\right)\binom{x^{\prime}-x_{C C D}}{z^{\prime}-z_{C C D}} .
$$

With all geometric parameters, including the reference points $\left(x_{C C D}, z_{C C D}\right)$ and $\left(x_{P R J}, z_{P R J}\right)$, known, the position $\left(x_{O B J}, z_{O B J}\right)$ can be calculated. Therefore, $x_{O B J}$ and $z_{O B J}$ have the relation as

$$
\begin{align*}
& z_{O B J}-z_{C C D}=\cot \left(\varphi_{C C D}+\theta_{\text {Detect }}\right)\left(x_{O B J}-x_{C C D}\right),  \tag{3a}\\
& z_{O B J}-z_{P R J}=\cot \left(\varphi_{P R J}+\theta_{\text {Local }}\right)\left(x_{O B J}-x_{P R J}\right) . \tag{3b}
\end{align*}
$$

From Eqs. (3a) and (3b), $x_{O B J}$ and $z_{O B J}$ are obtained as

$$
\begin{align*}
& z_{O B J}=\frac{\left(x_{C C D}-x_{P R J}\right)-\tan \left(\varphi_{P R J}+\theta_{\text {Local }}\right)\left(z_{C C D}-z_{P R J}\right)}{\tan \left(\varphi_{P R J}+\theta_{\text {Local }}\right)-\tan \left(\varphi_{C C D}+\theta_{\text {Detect }}\right)}+z_{C C D}  \tag{4a}\\
& x_{O B J}=\frac{\left(z_{C C D}-z_{P R J}\right)-\cot \left(\varphi_{P R J}+\theta_{\text {Local }}\right)\left(x_{C C D}-x_{P R J J}\right)}{\cot \left(\varphi_{P R J}+\theta_{\text {Local }}\right)-\cot \left(\varphi_{C C D}+\theta_{\text {Detectt }}\right)}+x_{C C D} \tag{4b}
\end{align*}
$$

The absolute coordinate position of a point, $\left(x_{O B J}, z_{O B J}\right)$, on the surface of target object is evaluated from the geometric parameters in absolute coordinates. In the above analysis, it is assumed that the point on the object surface is indicated by the bright line produced by the
projector. In principle, if we scan the line image over the surfaces of the target objects and analyze the absolute coordinates of all points simultaneously, we would obtain the total depth information of the target objects without auxiliary process such as phase unwrapping algorithm.


Fig. 2. Intersectional region with field of views by both a CCD camera and a projector.


Fig. 3. Spatial resolution in the intersectional region: (a) the relation between spatial resolution and angular resolutions of both a CCD camera and a projector and (b) the contour map of resolvable voxel in the intersectional region.

The resolution of depth extraction in this profilometry scheme is analyzed. Figure 2 shows the intersectional region of the fields of view of a projector and a CCD camera. The depth of objects placed in this region can be extracted with the stated method. In practice, the projector and the CCD camera have finite resolutions of $1024 \times 768$ pixels and $1280 \times 960$ pixels, respectively. Accordingly, the field of view is quantized as shown in Fig. 2. In Fig. 3(a), the relation between spatial resolution and angular resolutions of both CCD camera and projector is shown. Since the projector is positioned apart from the CCD camera, the minimum resolvable voxel (volume pixel) has a rhombic shape approximately. Let the vertices of the $(m, n)$ th voxel are indexed by $\left(x_{m n}, z_{m n}\right),\left(x_{m n+1}, z_{m n+1}\right),\left(x_{m+1 n}, z_{m+1 n}\right)$ and $\left(x_{m+1 n+1}, z_{m+1 n+1}\right)$. The area of this voxel is given by

$$
\begin{align*}
S_{\text {resolution }} & =S\left(x_{m n}, z_{m n} ; x_{m+1 n}, z_{m+1 n} ; x_{m n+1}, z_{m n+1}\right) \\
& +S\left(x_{m+1 n+1}, z_{m+1 n+1} ; x_{m+1 n}, z_{m+1 n} ; x_{m n+1}, z_{m n+1}\right) \tag{5}
\end{align*}
$$

Here, $S()$ is Heron's formula representing the triangular area with three points given by

$$
\begin{equation*}
S\left(x_{1}, y_{1} ; x_{2}, y_{2} ; x_{3}, y_{3}\right)=\frac{1}{2}\left|\left[\left(x_{1} \cdot y_{2}\right)+\left(x_{2} \cdot y_{3}\right)+\left(x_{3} \cdot y_{2}\right)\right]-\left[\left(x_{2} \cdot y_{1}\right)+\left(x_{3} \cdot y_{2}\right)+\left(x_{1} \cdot y_{3}\right)\right]\right| \tag{6}
\end{equation*}
$$

The contour map of a resolvable voxel in the intersectional region is shown in Fig. 3(b). The minimum resolution is about $0.7 \mathrm{~mm}^{2}$ around the point 1500 mm away from the reference point of the projector. The 3D discontinuous objects used in the first experiment are placed from 2300 mm to 2800 mm from the reference point of the projector. Hence, the resolution ranges of the first experiment are from $4 \mathrm{~mm}^{2}$ to $8 \mathrm{~mm}^{2}$ approximately.

## 3. Depth extraction using multi-frequency and four-step phase-shift sinusoidal fringe composite

In Section 2, it is shown that if 3D objects can be scanned by a bright line, we conduct 3D profiling of the target objects with simultaneous analysis of depth and position. In practice, the direct scanning of bright line over target objects is inefficient since moving picture of line image scanning over the target objects is necessary.

In this paper, an efficient method for realizing the above principle with multi-frequency sinusoidal fringe patterns is devised. In this section, the devised depth extraction analysis method that is effectively equivalent to the above stated line image scanning but more efficient than it is described.

Figure 4 shows the schematic of the devised 3D profilimetry method. Within the setup depicted in Fig. 1, a sinusoidal fringe pattern, $P_{n, p}(\xi)$, with a specific spatial frequency, $f_{n}$, and a specific phase shift, $p$, is generated as given by

$$
\begin{equation*}
P_{n, p}(\xi)=1+\cos \left(2 \pi f_{n} \xi+p\right), \tag{7a}
\end{equation*}
$$

where $\xi$ is the lateral axis of the projector image plane. The phase-shift, $p$, is given by one of four quadrate phase-shift values as

$$
\begin{equation*}
p=0, \pi / 2, \pi, \text { and } 3 \pi / 2 \tag{7b}
\end{equation*}
$$

and the spatial frequency, $f_{n}$, is chosen as the inverse exponent of integer 2 ,

$$
\begin{equation*}
f_{n}=2^{-n} \tag{7c}
\end{equation*}
$$

A sinusoidal fringe pattern, $P_{n, p}(\xi)$, is projected onto target object located in the intersectional region of the fields of view of the projector and CCD camera. The CCD camera captures the image of the distorted fringe patterns formed on the object surface. The captured image is named by $I_{n, p}$ and saved for depth analysis through post data processing.


Fig. 4. Schematic of 3D profilometry with multi-frequency and four-step phase shift sinusoidal fringe projection.
In the proposed method, we should take a bundle of images of distorted sinusoidal fringes with several spatial frequencies $f_{n}$. Also, it is important that for a spatial frequency $f_{n}$, four distorted fringe images of four sinusoidal fringe patterns with quadrate phase-shift values of $p=0, \pi / 2, \pi$, and $3 \pi / 2$ have to be reserved. Then if we use $N$ spatial frequencies, we have to get $4 N$ pictures. The next step is numerical depth extraction of target objects from the obtained $4 N$ pictures.

Before this process, let us address a mathematical property of superposition of the raw data pictures $I_{n, p}$. Basically, the objective of using several multi-frequency fringe patterns is to equivalently realize the bright line scanning as stated in Section 2. According to the Fourier transform, a sharp bright line image can be represented by a superposition of several weighted sinusoidal fringe patterns. The reason of the need of four fringe patterns with quadrate phaseshifts is to construct an exponential Fourier basis. Since the sinusoidal fringe patterns that can be generated by the projector are inevitably positive value functions, the necessary exponential Fourier basis for a spatial frequency $f_{n}$ is constructed as follows. $\cos \left(2 \pi f_{n} \xi\right)$ and $\sin \left(2 \pi f_{n} \xi\right)$ are given, respectively, as

$$
\begin{gather*}
\cos \left(2 \pi f_{n} \xi\right)=\left[P_{n, 0}(\xi)-P_{n, \pi}(\xi)\right] / 2  \tag{8a}\\
\sin \left(2 \pi f_{n} \xi\right)=\left[P_{n, 3 \pi / 2}(\xi)-P_{n, \pi / 2}(\xi)\right] / 2 \tag{8b}
\end{gather*}
$$

As a result, the exponential Fourier basis can be obtained as

$$
\begin{equation*}
\exp \left(j 2 \pi f_{n} \xi\right)=\left[P_{n, 0}(\xi)-P_{n, \pi}(\xi)\right] / 2+j\left[P_{n, 3 \pi / 2}(\xi)-P_{n, \pi / 2}(\xi)\right] / 2 \tag{9}
\end{equation*}
$$

Then we set a shifted pulse-shaped function $h(\xi-s)$ representing the bright line image, where $s$ is the lateral translation of the centered pulse-shaped function $h(\xi)$, and find the Fourier coefficients of $h(\xi-s), \operatorname{Fr}[h(\xi ; s)]\left(f_{\xi}\right)$. If we use a finite number of Fourier harmonics, the Fourier series cannot represent the original shifted pulse-shaped function, $h(\xi-s)$, but it is enough to represent local illumination pattern wherein brightness around the center of the original pulse-shaped function is relatively stronger than that of other parts. Let this partially truncated Fourier series of the original pulse-shaped function $h(\xi-s)$ be denoted by $P_{\text {Local }}(\xi ; s)$. At this stage, $P_{\text {Local }}(\xi ; s)$ is represented as

$$
\begin{equation*}
P_{\text {Local }}(\xi ; s)=\operatorname{real}\left\{\left.\sum_{n} \operatorname{Fr}[h(\xi-s)]\right|_{f_{\xi}=f_{n}} \exp \left(j 2 \pi f_{n} \xi\right)\right\}, \tag{10}
\end{equation*}
$$

where $\operatorname{real}(t)$ is the real part of a complex number $t$.
For convenience, we adopt the pulse-shaped function by a delta function with the peak position $s$ given by

$$
\begin{equation*}
h(\xi-s)=\delta(\xi-s) \tag{11}
\end{equation*}
$$

As a result, the local illumination image function, $P_{\text {Local }}(\xi ; s)$, is represented as

$$
\begin{align*}
P_{\text {Local }}(\xi ; s) & =\operatorname{real}\left\{\sum_{n} \exp \left[j 2 \pi f_{n}(\xi-s)\right]\right\} \\
& =\operatorname{real}\left\{\sum_{n} \exp \left(-j 2 \pi f_{n} s\right)\left\{\left[P_{n, 0}(\xi)-P_{n, \pi}(\xi)\right]+j\left[P_{n, 3 \pi / 2}(\xi)-P_{n, \pi / 2}(\xi)\right]\right\} / 2\right\} . \tag{12}
\end{align*}
$$

For a projector with finite resolution of $1024 \times 768$ pixels, the maximum spatial frequency of expressible sinusoidal fringe pattern is $2^{-10}$. Thus, the available spatial frequencies for the projector with $1024 \times 768$ resolution are in the range of $2^{-10} \leq f_{n} \leq 2^{0}$. The important property of Eq. (12) associated with profilometry is that the peak shift of the local illumination function can be simply controlled by a change of $s$, where $s$ is in the range of $0 \leq s \leq 1023$. Therefore, we can perform bright line scanning action with just raw images of multi-frequency sinusoidal fringes effectively by repeatedly calculating Eq. (12) with change of $s$. Without actual scanning action of bright line illumination over target objects, we can numerically calculate the pictures of object surface illuminated by shifting bright line images, $I_{\text {Local }}(s)$, as, according to the superposition principle,

$$
\begin{equation*}
I_{\text {Local }}(s)=\operatorname{real}\left\{\sum_{n} \exp \left(-j 2 \pi f_{n} s\right)\left\{\left[I_{n, 0}-I_{n, \pi}\right]+j\left[I_{n, 3 \pi / 2}-I_{n, \pi / 2}\right]\right\} / 2\right\} \tag{13}
\end{equation*}
$$

As a result, without actual scanning action, with just $4 N$ pictures, 1024 pictures of line scanning images of the target objects are obtained. This is a main meaning of using multi-
frequency and four-step phase-shift sinusoidal fringe projection in the proposed profilometry method.

Figure 5 shows some examples of the local illumination function, $P_{\text {Local }}(\xi ; s)$, of Eq. (12). In every charts, the $\xi$-axis indicates the lateral pixel index of the $1024 \times 768$ projector. The $\eta$-axis is the light intensity of the composite local illumination image.


Fig. 5. Composite local illumination functions of multi-frequency sinusoidal fringe patterns of (a) a single spatial frequency of $n=10$, (b) two spatial frequencies of $n=5$ and 10 , (c) two spatial frequencies of $n=9$ and 10 , and (d) nine spatial frequencies of $n=2,3, \ldots$, and 10 . The shift parameter $s$ is set to $s=512$.


Fig. 6. The peak-shaped response by the overlapped patterns with the composition of multifrequency sine waves at (a) $s=256$, (b) $s=512$, and (c) $s=768$.
In Fig. 5(a), the local illumination function composed of single spatial frequency fringe of $n=10$ is shown. In Figs. 5(b) and 5(c), the local illumination functions composed of two sinusoidal fringes with spatial frequencies of $n=5$ and $n=10$ and with $n=9$ and $n=10$ are
presented. When nine fringes with spatial frequencies of $n=2,3, \ldots$, and 10 are used, as indicated in Fig. 5(d), we can see that the discernible sharp peak appears around the center, $\xi=512$. Although the differences between light intensities at the center pixel $(\xi=512)$ and other parts are small, the differences are enough to be available for local illumination and its scanning.

Next, the scanning action of the local illumination function with varying the shifting parameter $s$ is demonstrated. Figure 6 shows the translation action of a few fringe patterns and the composite local illumination functions with varying the shift parameter $s$. As indicated in Eq. (12), the fringe pattern of spatial frequency $f_{n}$ is shifted by the amount of $2^{-n+1} \pi s$. In Fig. 6, the first, second and third row figures show the translation of single frequency fringe patterns for $n=10, n=9$, and $n=5$, respectively. We can see peak scanning action in the first, second, and third column figures (indicated by (a), (b), and (c), respectively).

With the combination of the effective local illumination scanning method stated in this section and the geometric analysis stated in Section 2, we can perform the depth extraction of target objects in the absolute coordinate system.

## 4. Experimental results

Figure 7 shows the experiment setup composed of a projector (Mitsubishi SCD-SX90), a CCD (SONY XCD-SX90) and target objects. The first target object is two Greek head-shaped statues (Venus in the left side and Julian in the right side) which are at distances of 1800 mm and 2300 mm from the projector. In Fig. 7, blue solid lines and red dashed lines indicate the fields of views of the projector and the CCD, respectively.


Fig. 7. Experiment setup of the proposed profilometry.
The pictures of objects illuminated by the fringe patterns with the lowest spatial frequency and the highest spatial frequency are shown in Figs. 8(a) and 8(b), respectively. 36 pictures for sinusoidal fringe patterns of nine spatial frequencies are taken. In Fig. 8(c), the image of locally illuminated objects synthesized according to Eq. (13) is presented. In this figure, the red colored bright line illumination is perceived on the side facet of Venus. With the geometric analysis, the absolute coordinates of the bright points can be obtained. In Fig. 8(d), the movie of scanning the local illumination is attached.

Figure 9 exhibits the depth extraction results obtained in the experiment. The white parts in the images indicate parts with incorrect depth information to be avoided or improved. Since this experiment is set for the depth range from 1720 mm to 2300 mm , depth values beyond the range are interpreted as white parts indicating non-measurable depth. Figure 9(a) shows the depth profile obtained using a single spatial frequency fringe pattern of $n=10$. It can be seen that several parts especially on the back head of Venus and the front head of Julian are whitecolored. In Figs. 9(b) and 9(c), the depth profiles extracted using two fringe patterns of
$n=5,10$ and $n=9,10$, respectively, are shown. Figure 9(c) shows a more successful measure of the depth profile of almost whole object, compared with the result in Fig. 9(b), with respect to the amount of the white-colored incorrect depth region.


Fig. 8. Images of the target objects (a) illuminated by low spatial frequency fringe pattern ( $n=1$ ) and (b) high spatial frequency fringe pattern ( $n=10$ ). (c) Synthesized image of the object illuminated by the local illuminated function and (d) the movie of scanning the local illumination (Media 1).


Fig. 9. Depth profiles obtained using multi-frequency fringe composite (a) with a single frequency $\mathrm{n}=10$, (b) with two frequencies in the case of $n=5$ and 10 , (c) with $n=9$ and 10 , and (d) with nine frequencies $n=2,3, \ldots$, and 10 .

Referring to Fig. 9, Fig. 9(c) has more apparent difference between the sharpest peak at 512th pixel and signal level at other parts than that of the case in Fig. 9(b). Hence the local illumination with $n=9$ and $n=10$ works better than one with $n=5$ and $n=10$. In Fig. 9(d), the result obtained using nine sinusoidal fringe patterns of $n=2,3, \ldots$, and 10 is presented. This demonstrates that the depth of the discontinuous objects is measured accurately within the whole image without any white parts (incorrect depth extraction) with the local illumination synthesized with just nine sinusoidal fringe patterns.

To demonstrate the accuracy of the proposed method more vividly, another sample composed of spatially separated 20 balls with radius of 30 mm , is chosen as shown in Fig. $10(\mathrm{a})$. The depth of 20 balls is set within the range from 1600 mm to 2300 mm . This target sample would show the accuracy of the proposed profilometry method clearly since the measured depth values can be compared to actual exact depth values.


Fig. 10. Experimental results of depth extraction of spatially separated 20 balls; (a) camera image, (b) measured depth profile, and (c) perspective view of measured depth profile.

Figure 10(a) represents the picture of 20 balls taken by the CCD camera. Figures 10 (b) and 10 (c) show the experimentally measured depth extraction of 20 balls using nine multifrequency fringe patterns. Figure 10 (c) is a perspective view of Fig. 10(b). In Table 1, the comparison of the real exact depth values and the measured depth values are presented. It successfully demonstrates that the proposed porfilometry method performs the depth
extraction of the separated objects without phase unwrapping algorithm in the absolute coordinate system.

Table 1. Comparison between the actual depth of the center points of 20 balls and the extracted depth of the center points.

| Ball | The actual depth $z(\mathrm{~mm})$ | The extracted depth $z(\mathrm{~mm})$ |
| :---: | :---: | :---: |
| No. 01 | 1990 | 1990.7 |
| No. 02 | 1723 | 1718.0 |
| No. 03 | 1797 | 1796.4 |
| No. 04 | 1833 | 1823.5 |
| No. 05 | 1758 | 1758.1 |
| No. 06 | 1973 | 1973.5 |
| No. 07 | 2218 | 2274.0 |
| No. 08 | 1911 | 1911.6 |
| No. 09 | 2165 | 2167.0 |
| No. 10 | 1988 | 1988.0 |
| No. 11 | 1890 | 1880.9 |
| No. 12 | 1710 | 1715.4 |
| No. 13 | 2135 | 2128.6 |
| No. 14 | 1742 | 1742.8 |
| No. 15 | 2114 | 2114.6 |
| No. 16 | 2223 | 2223.3 |
| No. 17 | 2099 | 2099.0 |
| No. 18 | 2264 | 2264.2 |
| No. 19 | 1653 | 1653.0 |
| No. 20 | 1870 | 1872.0 |

## 5. Conclusion

In conclusion, 3D profilometry without phase unwrapping using multi-frequency and fourstep phase-shift sinusoidal fringe projection has been developed. The scanning of local illumination pattern necessary for the depth extraction without phase unwrapping is performed by composition of multi-frequency sinusoidal fringes with four-step phase shifting method. In this proposed profilometry, the ambiguity in depth extraction of conventional profilometry methods associated with phase unwrapping is removed and the feasibility is demonstrated with experimental results.
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